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ABSTIACT

We have conducted research on the role of spatial filtering, features, and grouping in texture

segregation. Our experiments indicate the interplay of two different processes. One process

involves the differential excitation of elongated receptive fields. Texture segregation is a func-

tion of energy differences (contrast and size) that are largely extracted from the lower spatial

frequencies. The second process involves local processes of linking between localized features.

Linking of contours, for example, is a function of contour smoothness, collinearity, orientation,

etc. These effects cannot be explained in terms of low frequency differences. Studies of the

linking of discrete textures have provided convergent evidence for explicit place markers and

the role of similarity of attributes such as color and contrast in establishing these groupings.

We have .Jso examined the role of pairwise linkings, or virtual lines for imposing global organi-

zation on the localized intensity changes. Also, at the level of contour representation within

texture, we have shown the role of the concave cusp, a localized geonetric feature, in deter-

mining fgure-ground assignment a texture. :
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1. IN'I7ODUCTlON

Our overall goal is to develop a model for the representation aad proces-ing of tex,.ure in

human vision. In examining some fundamental perceptual t.sks including the detection of tex-

ture differences and the detection of geometric structure in txture we have found convergent

evidence for two basic types of processing, which implicie two very diifernt types of texture

description. On the one hand some tasks appear to be performed in the energy domain, where

variables such as contrast and size dominate. Generally for these tasks a representation of

intensity changes in terms of low spatial freq encies seems important. On the other hand, we

have identified geometric tasks for which the localization of intensity changes and similarity of

their attributes is important. These tasks require the explicit representation of position and

attribute, and in convrast to the former, appear to be independent of low spatial frequency con-

tent. The subsequent sections of this final "rport describe in detail the specific energy and -

geometric chaacterist that we have found salient. The organization of the report is sketched in

the following.

Section 2 reports experiments that use a competition paradigm to investigate texture

segregation. The experiments present evidence for a two component theory of texture segrega-

tion. The first component is an operator sensitive to the outputs of spatial frequency sensitive
mechanisms. This operator segregates regions acording to differences in contrast sign and
differences in low spatial frequencies. There is no interaction between positive and negative

contrastp, and strong segregation can occur when there is only a small intensity difference

between textuire elements of opposite contrast. If the contrast sign is the same, texture segre-

gation occurF only if the shapes of the distributions of low spatial frequency mechanisms

responding differ. Thus, equal size texture elements differing in contrast magnitude fail to

cause textare segregation unless the contrast difference is very large. Low frequency niechan-

isms may also mask high frequency mechanisms. A small size and a high contrast that stimulate

the same low frequency mechanisms as a large size and a weak contMst fail to cause texture

segregation. flue is a weak feature relative to contrast. That is, hue differences are not

sufficient to caiuse texture segregation in the presence of contradictory information from con-

trast mechanisms. The second component is an operat'r that agregates texture elements on the

basis of geometric descriptors such as aspect ratio, alignment, contour smoothness etc., and

then segregates regions on the basis of "emergent features". The effects of these variables

cannot be explained in terms of diferences in the response of low spatial frequency mechan-

isms. The liner organization appears to be derived from a nonlinear operator that connects

nr.arby localized spatial tokens.

Section 3 provides further evidence for explicit grouping tokens. The evidence is pro-

vided, in part. by experiments that show groupings in -lot patterns th3t are devoid of low spati.J

frequency rontent. Additionally, a rivalry para~igtn is used to demonstrate the importance of

similarity of various attributes, giving experimental results that are consistent with the notion o,

explicit grouping tokens, and contrary to the predicti ,ns of various aternative schemes. A

... .. ILI
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computic, nal model of the linking process is examined and demonst'ted on various dot pat-

terns.

Sectan 4 reports our finding that figure may be distinguished froin grolind on the bais of

information piovided by concave cusps in image curves. Concave cusps are prevalent in natural

textures, occurrin in images wherever the sihouettes of convex. opaque objects abut or par-

tially ccclude one another. The points of contact between silhouettes present concave cusps,

each indicating the local assignment of figure versus ground scrobs t- contour. There are

known tendencies to interpret as figure those regions that are lighter, or smaller or more con-

vex. We show that the concave cusp is another, distinct, determiner of apparent figure-ground

that provides a stronger influence on figure-ground than lightness or size. While concave cusps

are associLted with overlapping convex figures, the salience of tIle cusp appears to derive from

the local geometry and not from the adjacent contour convexity.



8

2. TEXLTRE SE GREGA'flON

2.1 Introductk

Agreement exists that texture segregation derives from the preattentive perceptual processc.

that extract information about simple properties such as orientation, size, brightness, hue, line

endings, etc (Beck, 1966, 1972, 1082; Julesz, 1078; Julesz k Schumer, 1981). Preattentive

texture segregation, however, depends not only on the first-ord--r statistics of these properties,

but also on the orientation, length, and certain other attribujtes of organized

structurestBeck,1983; Beck et al., 1983). Figure I shows three regions of five rows each. In

the top and bottom regions the squares are arranged in vertical stripes. In the middle region

the squares are arranged in diagonal stripes. The middle region is segregated from the top "-,nd

bottom regions, a perception we call tripartite se;regation. Two different processes can be

involved in the detection of such structures. One is a process that detects the differential exci-

tation of visual channels. By visual channels we mean the range of sizes of elliptical receptive

fields. These do not differentiate texture elements from each other or from the background.

They respond to total stimulus energy resulting from averaging a stimulus over different size

spatial regions. The primitives for tripartite segregation are the outputs of the visual channels.

The second is a process that detects differences in the geometric properties of texture elements.

Examples 'f such properties are contour smoothness, contour misalignment, orientation, size,

etc. The eflects that these properties have can not be explained in terms of low frequency

energy differeuces that result from averaTing intensities over spatial regions.

We will first report studies which describe how energy variables such as intensity, size,

spacing, and hue of the squares and the background affect tripartite segregation. Second, we

will consider the extent to which the effects of energy variables can be explained in terms of

the differential stimulation of elliptical receptive fields when a display is convolved with a

difference of Gaussians. Thbird, we will present data from a different task, in which subjects are

required to detect a line in a random 3e!d. This task puts more emphasis on the processes that

make a larger unit (a line) out of smaller elements and less emphasis on notici.i what ele.

ments are the same or different. Texture segregation occurs as a result of a process which

explicitly knits together, via some nonlinear operation, he local responses to the geometric pro-

perties of the texture elements.

2.2 T.psrtte Experlrents 1-5: Equal Size Square

Figure 2 shows that adding lighter squares can destroy tripartite sr,-regation. One no longer sees

that in the top and bottom regions the squares are arranged in verical st-ipes, while in the mid-

dle region, the Equares are arranged in a checkerboard. There ii 3n impression of overall uni;or-

mity. Frigure 3 shows that when the background iMtnsity is between instead of above the

intensities of the squares, a stable tripartite segregation occurs. Experiments 1 O.rough 5 inves-

tigated how the intensity, spacing and hue of the squares and background affect tripartite segre-

gation.
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Afethod

Stimuli The stimuli were generated by a Symbolics 3600 Lisp machine and dispiayed on a Tek-

tronix 690 SR color monitor. A stimulus consisted of 15 rows and 15 columns of squares.

Each stimulus was divided into three regions, a central section of five rows flanked by a section

of five rows above and below. Columns of squares differing in lightness alternated in the top

and bottom sections while squares of differing lightness alternated within a column in the mid-

dle section. The number of dark and light squares were approximately equal in the three sec-

tions. In the top and bottom sections there were 40 dark and 35 light squares. In the middle

section there were 37 dark and 38 light squares. Except for Experiment 3, the squares were 10

pixels on a side and the separations between the contours of neighboring squarcs were 1.4 pix-

els. The displays were viewed from a distance of 6 ft. with a pixel subtending 1.08 min of arc.

General Pocedure. In Experiments 1 and 4, tripartite segregation was evaluated using a combi-

nation of the method of adjustment and a category rating scale. Five subjects rated the degree

of segregation of a display when the background intensity was between the intensities of the

darker and lighter squares and when the background intensity was above and below the intensi-

ties of the squares. The above and beow intensities were those in i;hich subjects judged the

segregation of a display to be minimal.

A subject was first shown a display with the background intensity between the intensities

of the darker (9.2 ft.-L.) and the lighter (17.9 ft.-L.) squares. The subject was told that he
would be asked to rate the degree to which the display segmented into three distinct regions on

a 5 point scale from 0 to 4. A rating of 0 indicated that the center region did not stand out

from the top and bottom regions, i.e. the top, center, and bottom regions appeared to constitute

a single patt 'rn. A rating of 4 indicated that the center region stood out strongly from the top

and bottom regions. Numbers between 0 and 4 represented intermediate degrees of segrega-

tion. The subject was told that he should look at the display normally and not search for the

center region.

For 3 subjects, the experimenter then increased the background intensity from its initial

value to the maximum value pointing out to the subject that segregation of the display into dis-

tinct regions becomes less clear as the background intensity is raised above the intensity of the

lighter squares. The subject was told that he would be asked to judge the background intensity

at which the segregation of a display into three distinct regions first disappeared ,r became

minimal, lie was to do this by having the experimenter raise the background intensity to a
value at which the segregation of a display appeared minimal and then to have O-e experimenter

raise and lower the background intensity about th.s value until he found the !.west background

intensity at which the segregation of a display disappeared or became minimal. The subject was
told that he would then be asked to rate the degree of tripartite segregation at this background

intensity. A subject was given practice determining the bzckground intensity at whirh the

segregaiun of a di-play became minimal.



Each subject made 10 ratings of tripartite segregation at the initial between b.kground

intensity, 10 judgements of the background intensity at which tripartite segregation became

minimal, and 10 ratings of display segregation at the background intensity for which tripartite

segregation was judged to be minimal. The between background intensity was varied from tiral

to trial and ranged from 11.2 ft.-L. to 16.0 ft.-L. The experimenter then demonstrated that the

segregation of a display becomes worse when the intensity of the background is lowered below

the intensity of the dark squares. The same procedure was followed as when the intensity of

the background was raised. The background intensity was under computer control and could be

,* vried in 128 steps from .02 ft.-L. to 38.0 ft.-L. For two subjects the order was reversed and

they were run first with decreaseing the background intensity and then with increasing the back-

ground intensity.

In Experiments 2, 3 and 5, the method of category scaling was used to scale the degree of

tripartite segregation. At the beginning of a session, each subject was shown displays that

segregated strongly, or segregated weakly or not at all. This served to familiarize a subject with

the stimuli to be scaled and to acquaint him with the range of variation. The stimuli were

presented in a different irregular order to each subject. Except for Experiment 3. the five point

rating scale described above was used. The number of subjects and the number of stimulus

presenteation varied with each experiment and will be described below.

Subjects. Subjects in the different experiments were drawn from a pool of twelve people. All

were naive as to the purpose of the experiment and were paid for their participation.

Results

Eiperiment 1. Experiment 1 investigated how the background intensity affected tripartite segre-

gation. When the background intensity was between the intensities of the squares, texture

segregation occurred. The mean of subjects' segregation ratings was 2.5 with a standard devia-

tion of .68. As shown in Figure 2, raising the background intensity above the intensity of the

squares interferes with tripartite segregation. The mean intensity value at which subjects
reported tripartite segregation to disappear was 25.9 ft.-L.. The mean of subjects' ratings of tri-

partite segregation at the disappearance values was .26 with a standard deviation of .09. It is

important to note that the lightness difference between the lighter and darker squares is readily

discriminable. Texture segregation and the discrimination of lightness depend upon different

mechanisns.

Figure 4 shows that lowering the background intensity below the intensity of the darker

square also decreases tripartite segregation. (Tripartite segregation may not disappear as coM-

pletely in Figure 3 as in the labor.try because light adaptation raises the effective iutensity of

the background.) The mean intensity value at which subjects reported tripartite segregation to

disappear was 6.2 ft.-L. The mean of ubiects' ratings of tripartite segregation at the disappear-

ance values was .16, with a standard deviation of .30. The ratio of the background intensity to

the high-square intensity at which tripartite segregation disappeared when the background

IIl

I



12m0

a m m

0 0 w m



13

intensity was above was similar to the ratio of the low-square intensity to the b-ackground inten-

.* sity when the background intensity was below, a ratio of approximately 1.5.

* Ezperiment 2. Figure 5 shows that a display consisting of lighter and darker squares on a white

background can give a stable tripartite segregation. Te lightness difference between the lighter

and darker squares, however, has to be large. Our research indicaLes that the lightness

difference has to be between three and five Munsell steps depending on the intensity of the

background and the intensities of the lighter and darker squares. Experiment 2 was undertaken

to investigate how segregation depends on the background intensity and the intensities of the

two squares.

The high-square intensities were set at 12.5, 14.7, 16.6 and 20.8 .t.-L. For each intensity

of the high-square, the low-square intensities were varied to give 6 high- to low-square intensity

ratios of 1.3, 1.8, 2.6, 5.2, 33 and above 700. At the highest ratio, the low-square intensity was

* .017 ft.-L., and its ratio to the high-square ranged from 734 to 1224. The background intensity

was set in between the high- and low-square intensities and above the higu-square intensity.

Iere were four intensity ratios of the background to the high-square when the background

intensity was above: 1.2, 1.5, 1.7, and 2.0. An additional condition was run when the back-

ground to high-square intensity ratio was 1.2. The high- to low-square intensity ratio was 1.16.

There were, thus, 25 experimental conditions with the background intensity between the high-

and low-square intensities and 25 experimental conditions with the background intensity above

the high- and low-square intensities. A trial consisted of the following sequence: a blank field,

a stimulus presented with the background intensity betwen that of the low-squnre and high-

square intensities, a blank field, a stimulus presented with the background intensity above that

of the high- and low-square intensities. The stimuli and blank fields were presented for a dura-

tion of 1,000 rnsec. The 25 conditions with the background above were randomly intermixed

with the '_5 conditions with the background in between. Six subjcts served in the experiment,

each making 5 ratings of each stimulus.

Figure 6 shows the mean ratings when the background was betwee' the high- and low-

square intonsities. Rated tripartite segregation was constant and decreased only when the high-

to low-squnre intensity ratios were 1.2 and 1.3. .At these intensity ratios it is difficult to see the

individual !quires, but segregation of the region is still seen. Figure 7 shows the mean ratings

when the background was above the high and low square intensities. Tripartite srgregation is a

*i function of the ratio of the background intensity to the high-square intensity and of the high-

square intensity to the low-square intensity. An analysis of variance revealed that the back-

ground to high-square intensity ratio IF (3, 15) = ,8.4 p < .01], the high- to low-square inten-

,* sity ratio [F (5, 25) = 40.3 p < .01] as well as the interaction between the background to

high-square intensity ratio and the iigh to lfv-square intensity ratio IF (15, 75) = 5.80 p <

.011 were significant. When the background to the high-square intensity rnio was 1.2. tripartite

segregation greatly improved with incr-ases in the ratio of the high to low-square intensities. As

the ratio between the background and bigh-square intensity is increased, the ratio between the

1W
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high-to low-square intensity needs to be increased for tripartite segregation to occur. Vhen

the ratio of the high- to low-square intensity is above 1.7 or 2.0, tripartite se.regation is weak

even when the intensity ratio between the high- to low-square intensities is very large.

Differences in lightness which ate easily seen when individual lightnesses of the squares are

compared fail to give tripartite segregation.

Ezpcriment 8. Figure 8 shows that tripartite segregation is strong when the separation betwen

the contours of squares is 2 pixels rather than 14 pixels. This is to be expected. What is
important is that tripartite segregation now no longer depends on the intensity of the back-

ground. Figure 9 shows that tripartite segregation occurs strongly when the background inten-

sity is above that of the squares, and Figure 10 shows that it occurs strongly when the back-

ground intensity is below that of the squares. The basis for tripartite segregation is different

when the squares are very close. Experiment 3 investigated how the spatial separation of the

squares affects tripartite segregation when the background intensity was between and when the

background intensity was above that of the squares.

Two conditions in which the background intensity was between the intensities of the

squares and three conditions in which the background intensity was above the intensities of the

squares were combined with five spatial separations. The between background intensities were

set half-way between the intensities of the high-and low-squares. The high-square inetnsity was

set at 26.0 ft.-L. and the low-square intensities were varied to give high- to low-square ratios of

1.4 and 1.8. In the above background conditions, the intensities of the background and high-

square were set at 38.0 ft.-L. and 26.0 ft-L. The low-square intensities were varied to give

high- to low-square intensities of 1.4, 1.8, and 1040. The three ratios with the background iten-

sity above were judged to produce threshold, weak, and strong segregation with a contour to

contour separation of 14 pixels. The contour to contour spatial separations of the squares were
2, 6, 10, 14, and 18 pixels. The stimulus with a high to low-square intensity ratio of 1.4, the

background intensity between, and with a 14 pixel contour to contour spatial separation served

as a standard and was assigned a value of 5. It is shown as a triangle in Figure 11. Subjects

were instructed to rate the degree of segregation on an 11 point scale from 0 to 10. The stan-

dard was presented on each trial. A trial consisted of the followin seq.uence: a blank field,

standard stimulus, a blank field, and a comparison stimulus. The durations of the blank fields

and stimuli were 1000 msec. Ten subjects served in the experiment making five ratungs of each

stimulus.

Figure 11 shows the means of subjects' tripartite segregation ratings. Tripartite segrega-
tion was consistently rated to be better when the background intensity was between than when

the background intensity was above. Separate analyses of variance were conducted with the

background intensity above and with the background intensity between. When the background

intensity w between, spatial separation IF (!, 36) = 136.3 p < .011, and the ratio of the

high- to low-square intensity IF ( 1, 9) = 17.1 p < .011 were significant. The spatial separation
by he ratio of high- to low-square intensity was not significant IF (4, 36) = 2.4 p < .051.

- ;.
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When the ha&kground intenity was above, spatial separation [F (4, 36) 1,.9 p < .011. the

ratio of the high- to low-square int ,- i [F (2,18) = 169.4 p < .01J, and the separation by

high- to low-square intensity were significant [F (8, 72) - 13.8 p < .0l. The interaction

reflects the fact that the rated segregation when the ratio of the high- to low-square intensity

was 1040 decreased gradually with spatial separation similar to that which occurs when the back-

ground intensity was between. When the ratios of the high- to low-square intensities were 1.4

and 1.8, rated tripartite segregation was stroi,, only with a 2 pixel separation anD decreased

strongly with increasing spatial separation.

Ezperiment 4. The procedure in Experiment 4 was the same as in Experiment 1. Subjects were

instructed to report when the tripartite segregation became minimal or disppeared when the

barkground intensity was raised from between to above and lAow that of red and .,:oen

squares. The intensity of the red squares was 6.4 ft.-L., and of the green squares was 18.0 ft.-

L. T1ue background intensity ranged from 31.5 to 16.0 ft.-L. The mean of subjects' tripartite

segreg3tion ratings was 2.4 with a standard deviation of .60. The mean intensity of The back-

ground for whicli tripartite segregation was reported to disappear when it was raised above the

intensities of the squares wa 25.8 ft.-L. Subjects' mean ratings of tripartite segregation was .12

with a standard deviation of .27. The mean intensiy of the background at which tripartite segre-

gation was reported to disappear when the hackground intensity was decreased was 3.7 ft.-L.

The mean of subjects' tripartite segregation ratings was .2. One cn see the difference betwen

the red and green squares, but this is not sufficient to segment the stimulus into distinct

regions. One has to search out the vertical columins of red and green zquares present in the tnp

and bottom regions and absent in the middle region. Though red and green are opponent

colors (that is, coded as opposites by the visual system), a white background fa is to segregate

red and green squares in the same w~y as a gray background segregates squares whose intensity

is greater than the background from the squares whose inten'ity is less than the background.

Following the judgments with the red and green displays, the subject 5caJed the degree of

segregation of red and blue squares on a purple backgrouud and of yellow and blue squares on

an achr, 0matic background. Figure 12 shows red and blue squares with the b.ckground inten-

sity between. Tripartite segregation is strong. Figure 13 shows the same red and blue squares

with the background intensity above. Tripartite segregation has been greatJy lessened. The

order of presenting the red and blue square displays, and the yellow and blue square displays

were alternated. The background intensity was -et between .rnd above the intensities of the two

squares. The red squares were 2.8 ft.-L. and the blue squares 1.1 ft.-L. When the intensity of

the purple background was in betwen 1.5 ft.-L., the mean segregation ratings was 2.13. When

the purple background intensity was raised to 5.5 ft.-L., the mein rating for *egregaUon was .G.

Red and blue squares on a purple background whc.se intz'nsity is greater than that of the -- d

and blue squares fails to produce segregaton, though phenomenally red is to one side of purple

and blue is to the other side of purple. Similir resul~s were ,haned with the yellow and blu-

squares. The intensity of the blue cquare .ws 2,7 ft.-L. and of Lh. yellow 'qures 16 2 ft.-L.
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Ie intensity of the background when between was 11.9 ft.-L. and when above 32.0 ft.-L. The

mean segregation rating when the intensity of the background was betwen that of the yellow

and blue squares was 3.2 and when the intensity of the background was above that of the yel-

low and blue squares .80. Thus, tripartite segregation depends on a qualitative difference, sign

of the contrast in the luminance system, and not on a qualitative difference in the hue system

or in a phenomenological classification. As with achromatic squares, strong tripartite segrega-

tion occurs with Lae background intensity aLbve v den the yellow and blue or red and blue

squares are separated by 2 rather than by 14 pixels.

Ezperimnt 5. Ordinarily, similarity of hue is effective in producing grouping (Treis-nan, 1982).

Why do not the squares in the top and bottom regions of the tripartite display group into

columns on the basis of hue? Experiment 5 was undertaken to determine whether tripartite

segregation would occur when the red and blue squares and the background are made iso-

luminant. The procedure was the same as in Experiment 1. Five sub;"cts were asked to report

when segregation disappeared or was minimal when the background was increased in intensity.

Each subject made ten judgments. The red and blue squares and background were set at 1.4

ft.-L. and at 2.8 ft.-L. The order in whi,h the two intensities were presented were alternated.

The mean intensity at which segregation disappeared when the red and blue squares were 1.

ft.-L. was 3.4 ft.-L. and when the red and blue squares were 2.8 ft.-L. was 6.3 ft.-L. When the

luminances of the achromatic background and the red and blue square were equated, at either

1.4 ft.-L. or 2.8 ft.-L. tripartite segregation occurred. The mean rating when the squres and

background were 1.4 ft.-L. was 2.1 4ith a standard deviation of .73, and when the squares and

background were 2.8 ft.-L. 2.3 with a standard deviation of .97. These means do not differ

significantly. The mean tripartite segregation ratings when the background intensities were

raised above that of the squares was 0. Hue differences can give tripartite segregation but that

tripartite segregation based on hue differences are overridden by the similarity in contrast when

the background is above or below that of the squares.

2.3 "1''ipartlte Experinnta 8-& Unequal Size Squares

Experiments 6 through 8 studied tripartite segregation resulting from size differences. The

squares were the same in lightness and differed in size.

Ale-thod

The procedure was the same as in Experimnt 1 through 5. Columns of large and small

squares :lternated in the top and bottom regions. Large and small squares alternated within a

column in die middle region. Except for Experiment 8, the large squares were 16 pixels on a

side, the 5mall squares 8 pixels on a side, and the separation between the contours of neigLbor-
ing s'ju Ares 12 pmxels.

Ezperi',_nt 9. Figure 14 shows thz.t a size difference produces tripartite segregation. The back-

ground inten ity was 22.0 ft-L . id ,ie intensities of the large and small squares were 13.8 ft.-

I.
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L. The mean segregation rating was 2.6 with a standard deviation of .71. Figure 15 shows the

same display when the small squares are made darker. Tripartite eegreg'jion is lessened. The

mean intensity value at which subjects reported tripartite segregation to disappear was 4.7 ft.-L.

The mean of subjects ratings of tipartite segregation was .58 with a standard deviation of .45.

Increasing the intensity of the large squares and thereby decreasin3 their codtrast aLso decreased

tripartite segregvtion. The mean intensity value at which subjects reported tripartite segregation

to disappear was 23.0 ft.-L. The mean of subjects rating of tripartite sgregation was .24 with a

standard deviation of .43. Similar results were obtained with a black background. Figure 16

shows that tripartite segregation occurs when the large and small squares are of equal intensity

with a black background. The background intensity was .02 ft.-L. and the intensities of the

large and small squares were 5.5 ft.-L. The mean of the five subject segregation rating was 2.5

with a standard deviation of .51. Tripartite segregation is lessene1. T ,e mean intensity value

of the small squares at which subjects reported tripartite segregation to be minimal was 14.6

ft.-L. The mean of subjects ratings of tripartite segregation at this intensity value was .4 with a

standard deviation of .55. Tripartite segregation is also decreased when the large squares are

made darker. This is shown in Figure 17. The background was again set at .02 ft.-L. and the

small and large squares initially were 5.5 ft.-L. The mean segregation rating at these values was

2.1 with a standard deviation of .48. The mean intensity value at which subjects reported tripar-

tite segregation to be minimal was 1.1 ft.-L. The mean of subjects ratings of tripartite segrega-

tion at this intensity value of the large squares was .1 with a standard deviation of .3.

Ezpeime .t 7. In Experiment 7 there were two sizes of the sma!l squares. The large square was,

16 pixels on a side; the small squares were either 8 pixels on a side or 8 pixels on a side. The

contour to contour separation between the squares was either 12 pixels or 2 pixels. The inten-

sity of the small squares was set at 21.0 ft.-L. The intensities of the large squares were varied

from .14 to 38.0 ft.-L. For the stimuli with a 12 pixel separation, there were 5 intensities of

the large square; .14, .61, 1.6, 4.9, and 38.0 ft.-L. For the stimuli with a 2 pixel separation,

there were 3 intensities of the large quares: 1.6, 4.9, and 38.0 ft.-L. The stimuli were paired

according to both the size of the small square and the spacing between the squares. In a given

trial, for example, a display with an 8 pixei small square and a 12 pixel spacing was presented

with a diplay with a 6 pixel small squares and a 12 pixel spacing. A trial consisted of the fol-

lowing sequence. A blank field, the first stimulus, a blank field, and a second stimulus. The

stimuli were presented for 20O0 mser and the blank fields for 1000 msec. The order of

presenting displays with an 8 pixel square and a 8 pixel small square were counter balanced.

Subject made ten scaling judgments. The intensity of the blank field was 38.0 ft.-L. and the

background In:',nsity was .02 ft.-L.

Figure !8 presents the resu Ps. Ttipartite segregation was strunq with a 2 pixel separation

and varied relatively ijttle aa a ftucuion of the luminance of the large squares. An analysis of

variance revealed that lumiL.-nce [F (2, 18) = 17.8; p < .011 mid size [? (10, 4) 2 00.0; p <

.011 as well as the luminance hy size interaction [F (2, 13) 6.4; p < .011 were significant.

"1
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Increasing the luminance of the large squares improved segregation for both the 8 pixel and 6

pixel small squared displays. Also, as would be expected, tripartite segregation is stronger with

the 6 pixel small squares than with the 8 pixel small squares. The analysis of variance with a 12

pixel separation revealed that luminance IF (4, 36) = 55.5; p < .011 and the luminance by

size interaction IF (4,36) - 24.6; p < .021 were significant. The main variable of size was not

significant IF (1, 9) - .431. With a 12 pixel separation, decreasing the luminance of the large

squares lessened tripartite segregation for both the 8 pixel and 6 pixel small squares, but not as

much for the 6 pixel square as for the 8 pixel square. We should expect a crossover between

the mean ratings for the 8 pixel small square pattern and the 6 pixel small square pattern.

Above the equal energy point, the energy of the 8 pixel small square is more similar to the

energy of the 16 pixel large square, while below the equal energy point, the energy of the 6

pixel small square is more similar to the eneergy of the 16 pixel large square. The ratio of the

areas of the 8 and 6 pixel squares is 1.8. The ratio of the large-square luminances giving

minimum tripartite segregation for the 8 pixel and 6 pixel small squares was 2.7.

Erperiment 8. Experiment 8 was undertaken to examine whether tripartite segregation would

occur when low spatial frequencies are removed. The displays consisted of the 16 pixel squares

and 8 pixel squares on a black background, .02 ft.-L. The stimuli were: (1) an unfiltered

display in which the luminances of the large and small squares were 38.0 ft.-L., (2) this display

in which all frequencies below 14 cycles per degree were removed, (3) a display in which the

luminances of the small squares were 38.0 ft.-L. and the luminance of the large squares were

14.3 ft.-L., (4) this display in which all frequencies below 14 cycles per degree were eliminated.

Seven subjects served in the experiment. Each subject made 10 judgments of each of the

displays. In addition to the four stimulus displays four additional displays , two filtered and two

unfiltered were added to increase the size of the stimulus set. A stimulus presentation con-

sisted of two filtered and unfiltered displays. A stimulus presentation consisted of a fixation

stimulus for '2000 msec., a mask for 250 msec., a stimulus for 1000 msec., and a post.stimulus

mask which continued until the subject made their scaling response.

The mean of subjects ratings for the unfiltered equal luminance stimulus was 2.4 with a

standard deviation of .54 and when the large squares were made brighter 1.2 with a standard

deviation of t.4. Figure 19 shows a high pass filtered image of the stimulus in which the large

and small squares are equal in intensity. All frequencies below 14 cycles per degree have been

removed. Tripartite segregation is greatly reduced. The mean of subjects' tripartite segregation

ratings was .65 with a standard deviation of .36. Figure 20 shows a highpass filtered image of

the stimulus in which the large squares was set at the mean intensity for which tripartite segre-

gation was judged to be minimal in Experiment 6. The mean of subjects segregation ratings are

now 3.3 with a standird deviation of -66. Thus, if a pattern which fails to produce segregation

because the large and .mall squares have been adjusted to the same average contrast is filtered

to remove all spatial frequencies below 1.1 c/deg, the resulting pattern is immediately sen as

segregated. High spatial-frequency information in the absence of conflicting low spatial.

I
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frequency information may be sufficient to produce tipartite segregation even though low-

spatial-frequency information - when present - dominates and prevent it.

2.4 Discussiom

How are the effects of energy variables to be explained? The results of the experiments with

large and small squares shows that a difference in size can be canceled by a difference in con-

trast. The large dim and the small bright squares would elicit the same magnitude of response

from large receptive fields. An observer does not see tripartite segregation if the squares' lumi-

nances have been adjusted so that their 'energies' (contrast times size) are equal. Since the

small and large squares differ in their higher frequencies, this is an example of low frequencies

masking both a size difference and higher frequency energy differences. The experimental

results with the tripartite display indicate that if there is low spatial-frequency information

present in the stimulus, an observer perceives good tripartite segregation if and only if the two

squares elicit sufficiently different responses from the low spatial-frequency mec- isms.

Bandpass filtering various patterns that do and do not produce tripartite segregation support our

hypothesis with the unequal square displays.

Figure 16 shows the large and small squares with the same intensity on a black back-

ground. Tripartite segregation occurs. Figure 21 shows the bandpass filtered image when the

stimulus is convolved with a difference of Gaussians. The excitatory and inhibiting signals

differ by a factor of 2. The excitatory sigma, approximately 4 pixels, was half the width of the

small squares, and the inhibitory sigma the width of the small squares. The bandpass filtered

image shows how elliptically oriented receptive fi!,ds would be stimulated by a pattern. The

bandpass filtered image shows, as one would expect, that the top and bottom regions would

stimulate vertically oriented receptive fields more strongly than the middle region.

Figure 17 shows the display in which tripartite segregation was reduced by decreasing the

intensity of the large squares. Figure 22 shows the result of convolving a stimulus using the

ratio of th' logarithms of intensities of the large and small squares. The chosen intensity

values were equal to the intensity values at which subjects reported tripartite segregation to be

minimal. The bandpass filtered image shows that when the intensity of the small squares is

increased relative to the intensity of the large squares, elliptical oriented receptive fields in the

top and bottom regions and in the middle region would be more equally stimulated. Tripartite

segregation is greatly reduced. Figure 23 shows the bandpass filtered image when the separa-

tion between the squares is 2 pixels. Since the large squares and the small squares are closer to

each other in the vertical direction than in the horizontal direction, spatial averaging would

cause vertically oriented bar detectors to be stimulated in the top and bottom regions but not in

the middle region. Tripartite segrfc5ation no longer depends on the intensity of the background

because the vi.sual system signals the presence of vertically oriented blobs in the top and bot-

tom regious but not in the middle region. Oriented blobs have been shown to be important in

texture segregation but have never been defined precisely. Low frequency blurring may, in

..
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fact, constitute the definition of an oriented blob.

Figure 14 shows the large and small squares with the same intensity ca a white back-

ground produces tripartite segregation. Figure 24 shows the bandpass filtered image. The

image shows that the top and bottom regions would stimulate verticaily oriented receptive fie!Js

more strongly than the middle region. Figure 15 shows the display in which tripartite segrega.

tion wns reduced by decreasing the intensity of the small squares. Figure 25 shows the result of

convolving a stimulus using the ratio of the logarithms of intensities of the large and small

squares. The chosen intensity values were equal to the mean values at which subjects reported

tripartite segregation to be minimal. The bandpass filtered image shows that when the intensity

of the small squares is decreased relative to t'e intensity o! the large squares, elliptical orien Led

receptive fields in the top and bottom regions and the middle region would be more equally

stimulated. Tripartite segregation is greatly reduced.

Figure 26 shows a tripartite pattern in which the small squares are 6 pixels rather than 8

pixels. Figure 27 shows the same pattern in which the large squares have been reduced to the

same intensity as in th. previous pattern in which the small squares were 8 pixels. Tripartite

segregation is stronger with the 6 pixel small squares than with the 8 pixel small squares (com-

pare Figures 27 and 17). Figure 28 shows the bandpass filtered image. As one would expect,

vertically oriented receptive fields are stimulated more strongly in the top and bottom regions

than in the middle region. Figure 29 shows the tripartite pattern when the intensities of the

large squares have been further reduced. Tripartite segregation is lessened. Figure 30 shows

the bandp.ss filtered image. When elliptically oriented receptive fields are stimulated equa!ly in

the top, middle and bottom regions, tripartite segregation is minimal.

We now turn to the experiments with equal size squares. Figure 31 shows that when the

background intensity is between tripartite segregation occurs strongly even when the high- to

low-square intensity ratio is small. Sign of contrast is a feature and averaging occurs separately

for positive and negative contrasts. Figure 2 shows that differences in lightness which are easily

seen when the lightaesses of individual squares are compared fail to give tripartite segregation

when the contrast sign is the same. With contrast sign the same, tripartite seg'regation occurs

only when the ratio of the background intensity to the high-square intensity is less than 1.7 (see

Figure 7). Large contrast differences are also required except when the contrast difference

between the bawkgrotnd and the bigh-square is small. In tho case, bandpass filtering destroys

the lighter squazre. Averaging causes the lighter squarps to be absorbed by the background.

Magnitde of contrast is not a feature. Tripartite segregation occurs only when there is a

difference in the distribiitions of the different size receptive fields stimulated in the top and bot-
U'm and in the middle regions.

When the backgroixnd iniensity wa above, tripairtite segregation occurred strongly only

with a 2 pixel separation when the high- to low- square ratios were 1.4 and 1.8 (see Figure I).

Rated segregation decreased steepiy with larger separation. Figure 9 shows a stimulus with a 2

pixel i _ pption en 3 white background, and Figure 32 shows the bandp, s filtered image. The

"i - : : . ,. , -, - _ .-- . -. .. - ,i: ._ -.- -." -. - -.i i .- - , , ? -.:_4
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low frequency channels would signal vertically elongated b!obs in the top and bottom regions.

Why does a difference in hue fail to produce tripartite segregation? We found that when

the background and squares are made isoluminant, tripartite segregation occurs. As the back-

ground intensity is raised above the intensitites of the squares, tripartite segregation is lessened.

Increasing the intensity of the background causes the achromatic receptive fields to respond.

Because of the regularity of the tripartite pattern the receptive fields respond uniformly in all

directions. flue is a weak feature relative to energy. Hue differences will cause the squares in

alternate columns in the top and bottom regions to link if not overriden by the achromatic

receptive fields which respond equally in all directions.

2.5 Line Detectlm: Experlmncta 9-11

We have also studied how geometric propertics affect preattentive grouping. Tripartite segrega-

tion can also occur in terms of emergent properties that result from the linking of texture ele-

ments (Beck et al. 1983). An example is the length of a line made up of broken segments.

The paradigm we have used requires subjects to judge whether the line in the center of a

stimulus was vertical or horizontal. Figure 33 shows an example of the displays used. The

stimuli were presented on the Symbolics monitor and were flashed for 150 msec. They were

viewed from a distance of 6 ft. with a pixel subtending 33 see of arc. Ten subjects made S

judgments of each stimulus. We recorded both reaction time and errors. The two me sures

closely agreed, and we shall report only the reaction times.

Experiment 9. Figures 34 and 35 show the variables investigated. One variable was element

orientatioa. Figure 34 shows a square (6.6 min on a side) which has no orientation, (2) a

weakly oriented rectangle (8.8 min x 5 min) and (3) a moderately oriented rectangle (10 min x

4.4 min). A second variable was the alignment of the element edges with the grouping axis.

Figure 35 shows a blob stimuli derived from the bar stimuli by adding and subtracting pixels

from the boundary. A third variable was the arrangement of the elements in a line. Figure 36

shows the arangement in which the elements (the weakly oriented rectangle) were arranged so

that their axes were aligned (collinear) with the line. Figure 37 shows the arrangement in

which the direction of the line is orthogonal to the orientation of the bars. Figure 38 shows the

collinear arrangement of the weakly oreinted blob. The corresponding bar and blob stimuli were

indistinguishable when they were convolved with a Gaussian with a sigma of 2 pixels.

Difference9 in the grouping of the bars and blobs cannot be xplained in terms of low frequency

energy differences.

Figure 39 show the mean reaction times. Both bar and blobs were detected more quickly

when oriented IF (1, 9) = 15.2 p < .011. There was also a signiflciant interaction between

contour alignment and arrangement IF (1, 9) = 5.7 p < .051. Bars were detected more quickly

than blobs when the direction of the bars and blobs wis the same as the direction of the line

(collinear arrangement). On the otLer hand, blobs were detected more quickly when the direc-

Lion of the hars and blobs were ortho,nal to the orient!.tion of the line (orth(,,onal
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arrafigment). Orientation and smoothness of contour facilitated grouping the individual bars

into a Ion% bar when the orientation of the bars was collinenr with the direction of the fine.

EFrperirnt 10. The variable of contour alignment was further investigated in Experime~nt 10.

Figure 33 shows a stimulus in which the squares in the line 2re aligned. Figure 40 shows a

stimu!bis in which the squares in the line have been laterally displaced by 25 percent of their

height (four pixels). Experimnent 10 compared thi- detection of 3 line when the fine was comn-

posed of either squares or circles in which the circles and squares were aligned and in which

they were laterally displaced by 12.5, 25, 37.5, and 50 percent of their height. Figure 41 shows

the mean raction times. The reaction times increased with lateral displacement IF (3, 27)=

29.4 p < .011, and the reaction times for circles were significantly greater than for squares IF

(1, 9) = 10.5 p < .011. This confirms again the importance of contour in the groupi~g direc-

tion.

Eiperiment 11. Figure 42 show that mean reaction times were unaffected by stimulus scaling.

That is. when the squ- re size, lateral dimplacement, and the square separation were increased

proportionally, the reaction time rem-tined approximately constant. 'This indicates that the

relevent variable is the relative orientation of the squares. TAhe decrease in reaction time with

stimulus scaling when the squares were cofiinear suggests that size is more important than

separation for linking contours. The relative orientation of the squares also remains the same

when the size of the squares are kept the same if the lateral displacement covaries with separap-

tion. However, under these conditions the reaction times increased. The grouping of squares

is a function of their size and separation. Experiments 9 through 11 suggest that texture segre-

gation can occur as a result of processes which link the contours of texture elements to produce

new emergent properties.

2.8 Concluslons

The experimentA present evidence for a two component theory of texture segregation. Ile first

component is an operator sensitive to the outputs of Epatial !requency sensitive mechanisms.

This operator segregatxs regions according to diff erences in contrast Eigna and differences in low

spatial frequcncies. There is no interaction between positive and negative contrasts, and strong

segregation can occur even when there is only a small dilferencc between the high and low

intensity sru ares when the intensity of the background is in between, If the contrast sign is the

same, teture 5egregation occurs only if the shapes of the distributions of the low spatial fre-

quency miechianisms responding differ. That is, high frequency differences are not sufficient to

cause segregation in the presence of contradictory information from low frequiency mechanisms.

Thus, size and contrast can caLncel. A t-mzll eize and a high contrast that stimnulate the same

* low frequiency ryechanisms as a large size and a weak contrast fail to c211se texture segregation.

Equal size s,iares that differ in c-untrast ma~niudew will not -..nie texvire segregation unless

the contrast diff errucc isi very larle. Di"Serences in cr-ntrnst magnitude unle~s very WEr, do not

change the shape 'fJ the distribution of low spatial f "_a,-ncy mechanism3 responding. Thus,
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re'dly discriminable differences in lightness fail to cause texture segregat'on. Texture segrega-.

tion and the discrimination of lightnes3 involve different mechanisms. Differences in contast

magnitude do cause texture segregtion with very close spacing because a new element, bar

detectors, are now stimulated. Hue is a weak feature relative to contrast. That is, hue

differences are not sufficient to cause texture segregation in the presence of contradictory infor-

mation from contrast mechanisms. Iihe second component is an operator that aggregates tex-

ture elements on the bsis of geometric descriptors such a aspect ratio, alignment, contour

smoothness etc., and then segregates the regions on the bsis of "emergent" properties. The

efffects of these variables can not be explained in terms of differences in the response of low

spatial frequency mechanisms. 1 inear organization appears to be derived from a nonlinear

operator that connects nearby localized spatial tokens.

Our present work is concerned with d efining more precisely the shape differences in the

outputs of the low frequency mechanisms that causes texture segregation, the necessary and

sufficient conditions for texture aggregation to occur, and the interaction (if any) between the

spatial frequency and aggregation mechanisms in texture segregation.
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& DETC-1ING S1RUCfIURE BY SYMBOLIC CONS7RU1CTIONS ON TOCKENS

&LI In rodu-ton

In this section we repo't evidence that geometric organization in texture emerges by construc-

tions on symbolic tokens that represent the consituent elcments [Stevens & Brookes 19861. In

a dot pattern, for example, the individual dots are represented as discrete items and given attri-

butes including color, size, and contrast. The organization in the dot pattern emerges by opera.

tions on these items and not the original retinal intensity distribution.

The notion of discrete grouping items or tokens was tacit, by and large, in the Gestalt

demonstrations of similarity grouping [Wertheimer 1923; Koehler 1929; Koffka 19351. Later, it

was specifically proposed that groupings involved "place markers" [Attaeave 19741 or "place

tokens" Marr [1976, 19821, which individually carry information about position and attributes

such as contrast, color, size and orientation (see also Ullman's [19791 grouping tokens for

motion correspondence). A primitive operation on place tokens would be to group tokens pair-

wise, with the pairing represented by a "virtual line" [Attneave 1074; Marr 1976, 1982;

Stevens 19781. Similarly, Caelli and Julesz [19781 discuss "local dipoles" between neighboring

dots in texture discrimination. While virtual lines do not manifest apparent contrast (as do sub-

jective contours) they nonetheless seem to make orientation and separation visually explicit.

Attneave [1955, 19741 has found evidence for position and orientation judgements mediated by

place tokens, and recently Beck and Halloran 11985] have suggested that, virtual lines might play

a role in vernier acuity judgments. It is not clear from such experiments, however, whether the

position markers that seem to mediate attentive, foveal judgments of relative position and

orientation under scrutiny are the same "place tokens" that have been proposed for early visual

processing of texture. There are alternative models for how groupings might emerge in texture

that do not require explicit position markers.

A common proposal is that elongated receptive field mechanisms such as simple cells

detect collinear organization in discrete patterns, without need for explicitly marking the consti-

tuent items. Inste d, the receptive field would compute some ?patial average by means of an

arrangement of excitatory and inhibitory subfields, and the st-ucture would be revealed by

means of the receptive field's orientation selectivity. Hence while groupings seem to naturally

require some explicit representation of the constituent elements, receptive field mechanisms
seem able to detect their alignment without distinguishing the individual elements.

Arguing the case for place tokens would benefit from a more precise definition of what

might constitute a place token. Thus far, however, the argument for place tokens has been

largely intuitive, with little discussion regarding what specific intensity events or features might

define place tokens. Hence the approach we have taken is to capture the central notion with

the following dichotomy: either the perceptual grouping of discrete items either distinguishes

them as individual entities, or not. The former implies place tokens, the latter reduces to, in

effect, spatially blurring the discrete pattern into a continuous distriLution. Specific proposals

_ . : - . " . . .- . . ... . . .. . . .. - . -: . . , : . . . . . .. . . . . . .. . - . .: -. . .- . . .



involve summation of dot energy within simple-cell receptive fields (see below). Evidence

against such schemes would constitute indirect evidence for place tokens. We will show the

inadequacy of spatial blurring schemes in general, and sketch an argument supporting this

r. finding, and specifically show cases where the simple cell model is inadequate. That is, various

patterns can be constructed in which the linear organization is visually apparent but for which

, elongated receptive fields of the simple cell variety would be ineffective. Our interpretation is

that the visual system in those cases extracts the organization by means of place tokens. It

should be stressed that the evidence does not rule out the simple cell model for detecting dot

pairings and collinearity, but rather shows where it is an inadequate explanation. Our goal has

been to examine the primitives of a class of perceptual grouping, and in so doing to pry apart

various ideas about neural mechanism from the more basic issues of what computations must

be performed.

&2 The P!ace-Token Hypothesls

At an early stage of processing, the visual system generates an array of local intensity descrip.

tors, each of which describes the itensity change (e.g. bar or edge of given contrast, orienta.

tion, and so forth) occurring at the corresponding retinal position. Mart [19821 refers to this as

the raw primal sketch (RPS). It corresponds to the stage at which LGN X-cell input (pri-

marily) is interpreted both spatially and across scales in order to localize and describe intensity

features. The RPS is local and unarticulated - the constituent assertions (e.g. of edge or bar)

are not organized into larger ensembles, and their spatial arrangement is unknown (e.g. the

local connectivity among adjacent edge or bar segments remains implicit). Using Mart's [19821

terminology, the full primal sketch (FPS) refers to the image description at which structure is

explicitly represented and the local intensity changes are organized in a manner that reflects

their physical causes and arrangement. The FPS contents are organized by processes of both

aggregation and segregation - aggregated so that elements having a common physical origin are

associated, and segregated so that physically distinct regions are distinguished.

The task of imposing organization on the RPS is prodigious, and seemingly open-ended

(in that even simple spatial relations such as global connectedness, closure, and inside-outside

require considerable computation for even small collections of elements, and would be com-

binatoriklly prohibitive to compute across the RPS [Ullman, 19841). It is therefore not clear

which basic organizing processes are performed routinely to generate the FPS from the RPS,

but it is probable that certain, computationally tractable spatial relations, particularly collinearity

and parallelism, are detected in the RPS over at least moderately global spatial extents. Col-

linearity and parallelism are singled out here as representative of simple geometric relations that

are extracted early in vision, and which constitute part of the FPS. They are likely computed

preattentively since they are compellingly apparent in patterns that are presented briefly under

experimental conditions such that the given stimulus structure cannot be predicted.

I
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.40.1 Constructo for Indexing and Representing Selection

Ile familiar grouping phenomena associated with dot patterns likely reflect organizing processes

that impose organization on the RPS. When a row of dots emerges as a dotted line, for exam-

pie, the visual system has grouped those dots into a new "emergent" organization. The ques-

tion we have posed thus far is whether the tangents to the dotted line along its length are

"detected" by receptive fields or "constructed" as local pairings between adjacent tokens.

More generally, these perceptual grouping processes must impose organization that accuratoly

reflects the structure of the visual scene. A simple case concerns adjacent edge segments that

are collinear, contiguous, and similiar in contrast, color and other properties very likely

correspond to adjacent physical events. Their common association is clear, and various means

are readily suggested for tracing the continuous curve. But the correct grouping is less obvious

when edge segments are not contiguous, as when interrupted by interposition of other opaque

surfaces, or when the contrast vanishes along a curve due to variations in the background

intensity. The general expectation is that the visual system determines the correct association

partly on the basis of similiarity of various attributes. The argument, of course, is that physi-

cally related intensity changes are iikely to be similiar along various dimensions (both spatial,

such as orientation, scale, sharpners, direction of motion, and contrast distribution, and non-

spatial, such as color and intensity). This sketch serves our immediate purposes; we can now

relate the place token hypothesis to the problems or imposing organization on the RPS.

To impose any structure on a collection of elements on the basis of their geometry and

attribute similiarity, requires two basic computational abilities:

i) A me."s to address or index elements by position and by attribute,

ii) A means to represent the selected subset of elements.

In other words, an access mechanism is need to index individual elements out of a set, The

particular access mechanism can remain unspecific for now; important is the notion of filtering

or selecting a subset of a collection according to some criterion or criteria. For instance, it

seems reasonable to expect the visual system is able to access edge segments of a specific orien-

tation range (say, roughly vertical) within a specific spatial region, or to select any and all ele-

ments moving to the right, and so forth. (We will discuss selection more below.) In addition to

an access me'rbanism that allows extraction of a given subpopulation, it is also necessary to

represent th'.se distanguished elements as a cohesive entity. In concrete terms, when a line of

collinear dots appears to stand out from the random arrangement of background dots, there

must have been a selection step, to extract collinear dots, and a new construct introduced to

represent them as a single entity. The spontaneous organization of a dot grid into parallel rows

or columns cannot be accounted for merely in terms of receptive field mechanisms (even

assuming such mechanisms do detect the individual rows or columns). The local evidence for

each individual row or column must be extracted and grouped into distinct ensembles.

• " .: .': ,.'/ ...-". ... -. ... -- . . . I
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There is need, therefore, for a means for accessing elements by attribute and position and ..

for addressing neighboring places where similar intensity chanr's occur. We suggest that (i)

place tokens provide this facility, and that (ii) virtual lines make explicit the spatial relationship

between similar tokens.

.. t. The Scales of Intensity Change and of Structure are Independent

A new perspective on structure detection is provided, we believe, by the following premise:

that the scale of geometric structure is independent of the scale of the intensity changes that

comprise it. Thus, for example, global organization is not necessarily carried by the more glo-

bal features. Line segments detectable at the finest scales of resolution (present in only the

very high spatial frequencies) might be arranged collinearly or in parallel striations that is

detectable only by examining these elements across a spatial scale an order of magnitude larger

than their component spatial frequencies. We see two distinct tasks, therefore, in detecting

intensity changes across spatial scales, and in detecting structure across spatial scales. It is clear

that intensity changes may occur at several scales within a given spatial area - minute edges

and markings might be superimposed over large-scale intensity features. Likewise both fine-

scale and larger-scale structures might superimpose within an image, such as found in the tex-

ture of a herringbone fabric. At a small scale are thin lines corresponding to the individual

fibers, a a slightly larger scale the parallel diagonal striations characteristic of the herringbone is

present, and at a larger scale their vertical organization into columns is apparent. At a still

larger scale one might observe folds and creases across the fabric.

As we have found, the extraction of a structure at any scale seems largely independent of

the scale of the individual elements. We will use that observation as part of our case for the

place token hypothesis, as it is difficult to reconcile such results with the simple cell model. But

more generally, there are geometric r~lationships that require both acute sensitivity to position

information and scale independence (which usually act in opposition). The resulting apparent

organization is not captured by any single scale of image description. Rather it appears neces-

sary to generate distinct structural assertions that make explicit or summarize the local

geometry. We thus return to the idea that local geometric organization emerges by synthesis,

not by detection. The general conclusion we draw is that structure computations need to be

considered less from the point of view of the familiar "feature detectors" such as simple cells,

such 38 correlations or cooperative computations that sharpen their effective orientation tuning

curves. We will close this discus *on with some suggestions.

3.3 Alternative Modal.

If the constituent elements in some geometric grouping are not explicitly marked, their local

arrangement must be detected from their averaged spatial distribution, usually phrased in terms

of blurring (low-pass filtering) or energy summation within elongated receptive fields. For

example, a sufficiently-closely spaced pair of dots, or a chain of collinear dots, has a power

spectrum similar to that of an isolated line segment for spatial frequencies less than I/s, wher?

I".



s is the dot spacing. The dotted line is thus roughly equivalent to a continuous line having

equal total ener&v as stimulus to a linear summation mechanism, such as the receptive field

organization of an even-symmetric, "bar-detector", simple cell.

Glass proposes that the local ,rientation is derived by correlating the activity of simple

cells over small neighborhoods [Glass 1969; Glass & Perez 1973; Glass & Switkes 1076; Glass

10791. Zucker (19831 similarly proposes a cooperative computation whereby the broad orienta-

tion tuning curves of individual receptive fields can be sharpened by combining the outputs of

individual cells over local neighborhoods. By such proposals, simple cells whose elongated,

bar-shaped receptive fields align with the dot pairs would respond more vigorously, on average,

than those cells at other orientations, hence local correlation (or similar computations) of their

activity would reveal the orientation of the dot pairs in each vicinity. Similarly, Caelli and

Julesz 119781 suggest that linear arrangements of dots in texture are detected by neural units

with elongated receptive fields applied to the retinal image, either "a single neural feature

extractor of the Hubel and Wiesel type", or a unit that "measures the quasicollinearity of adia-

cent dipoles by combining single neural units of a retinai neighborhood with slightly different

orientation sensitivity" [Caelli k Julesz 1978, p. 172; see also Caelli et al. 1978; Julesz 19811.

Recently Prazdny 119841 also suggested thst the dot pairings in Glass patterns are detected from

'...measurements in the spatial and energy domain rather than logical operations on symbolic

descriptions".

&4 Dot Pattern Phmomomlogy and Pitfalla

A deceptively simple dot pattern that has become popular for examining grouping phenomena

is the G!ass pattern (Glass 19691. Glass patterns (figure 1) are constructed by superimposing

onto a random dot pattern a copy that has been transformed, e.g. by scaling or rotation. Each

dot and its transformed counterpart in the superimposed copy defines a dot pair. If the copy is

scaled, say, a globally radial pattern emerges, where the dot pairs are all radially aligned. The

dot pairs have been characterized as tangents or vectors, and it can be shown that the apparent

overall organization emerges from Lhe loc-l orientation of individual dot pairs [Stevens 1978).

(A pure rotation or scaling would result in dot pairs of variable separation across the pattern,

and as a result the apparent grouping would depend on where one fixated. This is easily

avoided by generating Glass patterns with homogeneous displacements between corresponding

dots in order to have the pairs equally apparent across the pattern (Stevens 19781.)

W. ,. the visual effect in the Glass pattern seems to arise from the detection of local dot

pairings, there are clearly other factors than the dot pairs themselves contributing to the

apparent organization, principally inhomogeneities in dot density that arise as artifacts of the

process of generating a Glass pattern, as discussed below.

3.4.1 Large Scale Clulerv and Denuity Inhomogeneiiies Dom-,Ence

When Glms patterns ae used to tent theories of dot groupIag, there is a tendency to coacen-
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•Figure 1. A radial Glass pattern based on a homogeeous density dot pattern, with hoogene-
ous dot displacements.

trate on the subjective pairing of dots, and to attribute perceived global organization to the

locally detected pairings or dipoles. Unfortunately, Glass patterns, by the way they are gen-

erated, tend to accentuate density inhomogeneities along the local transformation direction

[Stevens 19781. If n dots in the original dot pattern happen to align along the direction the

copy will be translated, the resulting pattern wHi have In collinear dots. This results in chains

of four, six, or more dots aswell as the simple pairings of dots, if not controlled for. Further-

more, inhomogeneities in dot density, which appear as clusters or voids, are selectively

enhanced in the direction of the local transformation by the same process, resulting in anl

* eccentuation of the boundaries of the clusters and voids along the same path as the individual

dot pairs. Figure 2a, for example, shows a conventional Glass pattern of moderate densty and

dot displacements, built from a random dot pattern. While in figure 2a the concentric organiza.

tion seems carried by the dot pairings, in figure t2 the displacement is so large that the pairings

are no longer npparent but nonetheless the overall effect is still apparent. Clearly the low spa.

tial frequency components in this pattern are responsible for the apparent organization, and the

dot grouping phenomena are secondary.

When dealing with Glass patterns, therefore, it is necessary to make dot density as homo-

ogeneous as poodisible to avoid clusters and voids. We use "homogeneous density", (constant

nearest-neighbor distance) dot patterns to minimize these effects. The corresponding Glass pat-

tern (figure 2c) presents clear dot pairings, which is largely cxtinguished when the correspond-

ing do e no longer appear paired (figure 2d).trlfeunycmoet nti ~tr r epnil o h paetognztoadt.

~ ? *:~.; , ~w-dot* grupngphnoen are*> seod. -- *** . . . . . .
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Figure 2. With a random basis pzaern, low spatial frequency effects rise even when the dot
pairings are no longer evident (compare organization in a and b). In contrast, c and d show
how the organization in a homogeneous-density Glass pattern i- carried by the pairing, and not

the low spatial frequencies.
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3.4.1 Global Organizations may Dominate over Local Pairing.

When examining the psychophysics of local dot pairings, it is important to factor out certain

global effects that confound the local judgments. In particular, we have found that Glass pat-

terns having foci (such as spiral, radial, and concentric patterns) have a more striking impres-

sion of organization than a pure translation pattern. The global impression might well derive

from factors other than the apparent local groupings or dot pairings, as just discussed. Hence

when using such patterns, the psychophysical judgment of global organization (having subjects

distinguish radial versus concentric, for example) might not reveal the local pairings. Since the

current concern is how attribute similiarity influences local groupings, we use simple translation

patterns for which the global organization is merely parallelism among the individual dot pairs.

Later we return to the question of the effect of global organization (see below).

We have also used a pattern, due to Marroquin [197061, which exhibits considerable global

organization (figure 3). This pattern has proved useful for examining global grouping tenden-

cies, and in our virtual line modelling, has suggested the presence of long-range processes that

detect collineazity among relatively isolated dot pairs. The Marroquin pattern is generated from

a square dot grid and two superimposed copies, one rotated 60 and the other 120 relative to

the original. All rotations are about the center dot of the first pattern. One may observe in this

pattern various types of geometric organization, including circles, rectangles, and more compli-

cated shapes. The pattern also exhibits clusters and voids.

3.5 Evidence fce Place Tokens

We will discuss two types of evidence for place tokens. The first concerning the independence

Figure 3. Nlarroquin pattern.
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of the apparent groupings from the spatial frequsency content of the patterns. GJeomnetric organ-

ization can be seen in patterns that are devoid of low spatial frequencies, which is difficult to

attribute to receptive field mechanisims. The second evidence is provided by demonstrting that

organization on discrete items is dictated by the Zimilauity of their pro)perties, again contrary to

that predicted by linear energy summation models. 'Me apparent independence of grouping

processes from spatial frequency content and the importauue of attribute siniliarity provides

evidence for place tokens.

5.5.1 Patterns Devuoid of Low Spatial Frequencies

Balanced C'Nerkerboard Dote

It has been shown by Carlson et al. 11B801 and Janez 119341 that visual groupings can still be

seen in high-pass spatial frequency filtered patterns. Their interpretation is that detection of

linear features by low spatial frequency tuned channels i not a sufficient explanation for visual

groupings, and that some more abstract method is also involved in grouping the discrete items

into perceived wholes.

in a similar paradigm, we have examined Glass, Marroquin, and other patterns composed

of discrete items that have only very high spatial frequency. The individual texture items are

each composed of nine pixels arranged as a 3x3 black-and-white checkerboard with the center

pixel the same grey value as the background grey. (Figure 4 show:3 the configuration). An

individual balanced-checkerboard "dot" is intensity-balanced with the background, such that it

has subjectively zero average contrast. The background grey is chosen to match the average

Figure 4. Glass pattern in (a) composed of balance-d-checkerboard dots (b) and thereby levoid
of low spatial frequencies.
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luminance of the black and white, such that when viewed from sufficient distance the entire

pattern appears a featureless grey. For observers that nre moderately dark adapted, the indivi-

dual dots are just visible when they subtend approximately 2.2'of arc (each pixel subtending

roughly .7' of arc). This scheme provides an advantage over dots that are spatial-frequency

filtered or dots with Laplaian or difference-of-Gaussian intensity distributtions, in that they

present minute but sharp, high contrast detail.

We examined homogeneous-displacement Glass patterns where the underlying dot pattern

has constant nearest-neighbor distance thereby providing a pattern of well-spaced, isolated pairs

of dots, each separated by a controlled distance (see [Stevens 19781). When balanced-

checkerboard dots are used and the pattern is flashed for 200 msec with iwasking the local

organization is visibly apparent. The dots cannot be resolved beyond a few degrees eccentricity,

hence the pattern appears a homogeneous grey except in the vicinity of the direction of gaze,

where minute contrast detail is apparent. Because the balanced-checkerboard dots are viewed at

the limit of visual resolution, the pattern appears to scintillate in the parafovea. These dots that

are clearly visible in the vicinity of gaze appear paired, and the pairs in the vicinity appear paral-

lel. The impression is similar to examining the equivalent Glass pattern composed of regular

dots instead of balanced-checkerboard dots.

This pattern in and of itself poses problems for the hypothesis that the dots pairs are

detected by simple cells with bar-shaped receptive fields, in the same manner as the demonstra-

tions by Carlson et al. 11980] and Janet J19841. The argument is that the stimuli have

insignificant power in the range of spatial freq,:encies at which a correspondingly scaled simple

cell would be expected to respond. More quantitatively, we found that the impression of local

organization is apparent when the dots in each pair were separated by at least 30of arc. Larger

separations of as much as 1 can be tolerated, but the resulting patterns are so sparse that one

can resolve only a very few pairs and the impression of preattentive groupings is less compel-

ling, although the task is still performed with short presentation and masking.

Can this very large separation relative to the spatial frequency content be reconciled with

the very high spatial frequencies presented by the pattern? If not, it would appear safe to con-

clude that the perceived pairings between dots arises from mechanisms other than cortical sim-

ple cells.

First. consider how a single balanced-checkerboard or DOG dot would stimulate retinal

ganglion X-cells of differing central excitatory region diameter w. An (on-center) X-cell with w

somewhat smaller than an individual pixel would be maximally stimulatrd when variety located

on a white pixel, since the white pixel would fill its excitatory center and black or grey pixels

would fall into its inhibitory surround. Larger X-cells would receive progressively weaker

stimulation, and those with excitztory centers somewhat larger than an entire balanced-

checkerboard dot would produce insignificant response due to the cell's linearity within this

range [Enroth-Cugell & Robson 196k6; Movshon ei al. 19781. This suggests that these dots are

detected by receptive fields smaller than Wilson & Bergen's [1979] proposed N channel (w =

-]
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4.4 of arc), more on the order of the 1.3"of are channel proposed by Niairr ef at. 119801. The

1.3' of arc channel presumably corresponds to midget gangion cells, each receiving excitatory

input from a single cone.

Consider next the functional organization of a typical oriented simple cell of bar-shaped

receptive field (e.g. a S, cell [Schiller et al. 19761) with -eciflcity to a bright bar (assume the

pattern consists of luminous dots). The elongated excitatory subfield receives on-center LGN
X-cell input, while the flanking inhibitory subfields receive off-center input. The critical ques-

tion is whether, in human vision, one finds bar-shaped receptive fields which summa-e LGN

X-cells having w approximately 1.3°of arc over excitatory subfields as long as 30-40°of arc (i.e.

over 20 times longer than its width). Negative evidence is provided by the psychophysics of

adaptation to gratings and of orientation discrimination in bars. The evidence provided by sin-

gle cell neurophysiology, discussed below, is more equivocal.

First, in adaptation studies, the summation area over which one finds threshold elevation

is spatially limited to an area the size of which is reciprocally related to the spatial frequency,

i.e. roughly 10 periods in length or width [Howell & Hess 1978; Wright 19821. The area of

functional summation is reciprocally related to the spatial frequency over a large range (4-32

c/deg) of spatial frequencies. Iis would predict a summation area of roughly 13" of arc for a

channel driven by ganglion cells with w=1.3"of arc.

Similar results are found in studies of orientation sensitivity to small bars [Andrews
1967a, 1967b; Vassilev & Penchev 1976; Bacon & King-Smith 1977; Scobey 198. They con-

clude that the receptive fields in human vision that provide information about line orientation

have a maximum length of about 9'of arc in the fovea. These results are directly relevant to
the current question, since the stimuli are typically thin bars (2"of arc width), on the scale of ,
channel that would be responding to the detail within the balanced-checkerboard dots. Burton

& Ruddock [1978 have also shown that the threshold elevation effect is length selective when

the (bright) bar length is less than roughly three times the bar width. The above studies jointly

point to the conclusion that in human vision the receptive fields of the relevant scale are too

short to span widely separated checkerboard dots and still be sensitive to the very high spatial

frequency content that makes them visible against the background grey.

Turning to neurophysiology, the data are not as conclusive, as one might expect. Con-

sider the dimensions of the receptive fields as mapped conventionally. The minimum width of

the central excitatory region is probably the diameter w of the constituent LGN X-cells (Hubel

& Weisel 1962, 19681. The overall dimensions of simple cell receptive fie!ds, as conventionally

mapped in monkey fovea. tend to be somewhat longer than they are wide, from 1/4" by 1/4 to

1/2" by 3/4 [Ilubel & Weisel 1962, 10,8; De Valois et al. 19821. Within this overall extent,

the central excitatory regions are commonly not more than 4) ing; for example, Poggio (!9721
reports, for monkey simple cells in the foveal region, receptive field lengti.3 between 6"-24' of

arc (divide by approximately 1.8 for human). On the other hand, Schiller et al. (1976, figure

171 show evidence for simple cells that have increasing response as the length of the bar

................. . .
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stimulus increases up to the 8.4 degrees examined (in monkey, at 2-5 eccentricity, therefore

one should divide by roughly 4 to compare to human foveal). The evidence from direct recep-

tive field mapping would suggest that roveal simple cell receptive fields of 30"do not exist in

human, but is not conclusive.

Despite the variety of sizes of receptive field that have been mapped in monkey, the

psychophysics suggest that in the human visual system the central fovea has a limited range of

size of receptive fields that affect spatial frequency adaptation and orientation sensitivity.

Hence the balanced-checkerboard dots and the similar demonstrations by Carlson et at. [180-

and Janez [19841 show that at least part of the process of detecting collinear (line-like) organi-

zation involves explicit groupings on place tokens. It is not enough to detect their organization

by spatially blurring the distribution.

Difference-of-Gaue ians Dots that Scale with Eccentricity

We next examined whether patterns devoid of low spatial frequencies are effective in producing

a global impression of organization. The balanced-checkerboards are so minute as to not be

resolved in the parafovea, hence only a small region of the pattern could be discerned at any

moment. One could not gain an appreciation for the global organization, of course, given such

a restricted effective field of view. Hence we changed from balanced-checkerboard dots to

difference-of-Gaussian (DOG) dots, as Carlson ef al. [19801 used, where the size of the dots

scale with eccentricity along the lines used by Wilson and Giese [9771.

We developed the capability to display a dot pattern with DOG dots whose size varied

linearly with eccentricity. The pattern would be viewed from a predetermined distance, a

fixation point was provided, and the pattern of DOG dots would be shown against a grey back-

ground. The scaling function was calibrated such that all DOG dots were equally visible when

holding one's gaze at the fixation point, and from a slightly greater viewing distance no DOG

dots were visible at any eccentricity.

We found that a Glass pattern of scaled DOG dots presented global organization in much

the same manner as a conventional pattern. The radial or concentric arrangement, for example,

was apparent in short presentations, even though the individual DOG dots were just discernible

against the background grey.

3.5.2 Ezammiing Simifarity Grouping

We wish to show that a set of attributes controls the grouping of dots in an image. This set

includes color, intensity, size and orientation. We show that each of these attributes is indeed a
factor in the grouping process by demonstrating a rivalrous dot pattern, in which only the attri-

bute in question varies between the two patterns, and the visible pattern follows the similarity

of that attribute.

I.
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After establishing the ability to group dots on each of the attributes we pit each attribute

against each other attribute to test their relative strenpths. This can be done by embedding two

patterns where each is made up of dots having one or the other attribute.

Finally we show the effect of intr'ducing global organization into the rivalrous dot pat-

terns. We ese several such organizations, each defined by displacing each dot relative to a focal

point. For example, by displacing each dot a fixed angle relative to a focal point a global organ-

ization of concentric circles is induced.

Rivalrous Glass Patterns

Our basic paradigm for examining similiarity issues is to generate dot patterns in which two,

differently-transformed, copies of a dot pattern are superimposed over the original. Each dot in

the original pattern therefore might pair with two corresponding dots; the pattern is rivalrous -,

(figure 5). By displaying the superimposed dots with differing color, intensity and displace-

ments re!ative to the original dots one cao pit, for example, intensity similarity against proxim-

ity. This rivarous pattern was introduced in (Stevens 19781 to demonstrate the basic role of

similiarity in the perception of dot pairings, which is being reiterated and extended here.

Because of the strong influence on the apparent local organization induced by certain glo-

bal organizations we use simple translation patterns. That is, both superimposed copies are

simply translated relative to the original by a fixed amount in a fixed direction. Also, we use

diagonal translations to avoid the known biases towards the vertical and horizontal. The basis

dot patterns have homogeneous dot density, for reasons discussed earlier.

Th,%e rivalry between the different organizations in these patterns was tested with a masked

tachistoscopic presentation for acurate results.

Prozimity and Intensity Sirniitiy "

We esrabhlished that intensity and proximity difference: were sufficient to define pairings in

rivalrous dot patterns. In figure 6a the inpression is of diagonal lines leading upward to the

right - the pairings are between dim dots rather than either combination of bright and dim

dota. There is a preference for grouping dots of equal intensity even if there are adjacent dots

of greater intensity. This effect, originally reported in [Stevens 19781 is strong evidence against

linear-summation receptive field models, which would predict pairings between dim and bright

dots, not between dim dots. Prazdny (1984, p. -4741 was unable to replicate this result. He pro-

vides demonstrations where the global organization (radial v-.3us concentric, for example) does

appear to coincide with the dim-bright pairings, from which Prazday concludes the orgaaizatiou

is extrarted by operations in the energy domain. Such judgments of global organization, how-

ever, are influenced by low spatial frequencies. Recal the low frequency effects demonstrated

in figure 2, wherein the overall Gestalt may be apparent even when the local dot pairing are

not - the overall effect is likely derived fror energy measurements. Put since w- are con-

cerned with local organization, we use homo gcneous-density dot patterns, translation rather

* . -. v'~-:-:r- !
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Figure 5. A homogeneous dot pattern with two translated dot pattern results in a rivalrous
Glass pattern.

than scaling or rotation, and ask subjects to judge the apparent local organization, not the

overall Gestalt, all for reasons discussed earlier. Under these conditions, which we believe

more accurately reveal the local phenonema, the pairings are based on similarity measures, not

energy (figure 63).

Figure 6. Similar intensity dots are paired, even when dimmer (a) and not nearest neighbors
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There is a well-known preference for pairing dots that are nearest neighbors. The inten-

sity attribute, however, is stronger than that of proximity since in most cas-s when intensity

and proximity are pitted against each other the pairing is between the dots of equal intensity

(figure 6b). This pairing can be disrupted if the third dot is much brighter and nearer than the

dots of equal intensity. This is possibly due to the apparently global selection of bright dots

over dim dots.

Color Similarity

Color similarity appears to be the strongest attribute for pairing place tokens. It is easily esta.

blished that equal color establishes pairings in the rivalrous patterns. In fact, it is difficult to

find attributes that will override the pairing established by equal color. To create a preference

for intensity over color the difference in intensity must be great and the pairing must be

between the high-intensity dots. We found that there is always a preference for color over

proximity which agrees with our earlier findings that proximity was a weak attribute. We also

found that we could pit equal color against small differences in intensity proximity and size and

still prefer the pairing of the equal-colored dots.

Orientation Similarity

Orientation is another attribute used for grouping. To introduce an orientation into the rival-

rous patterns we substituted short narrow bars for the dots. Bars were oriented at 45 and 135.
With other attributes held constant pairing was on the basis of equal orientation. This pairing

could be defeated by introducing another attribute such as color or intensity. If the bars of

equal orientation were also collinear the pairings were much stronger and required great

differences in color or intensity to establish the alternative pairings.

Bars can also pair with dots. In fact the dot-bar pairina can be prefered over the bar-bar

or dot-dot pairings. With triples containing two dots and a bar, color, intensity or proximity

similarities are enough to establish the dotbar pairings. With triples containing two bars and a

dot the same conditions as above can establish the dot-bar pairings unless the bars are collinear.

In this case large color or intensity differences are needed. In the case where the bars are of

equal orientation but not collinear the amounts of difference in intensity, color, or proximity

must be greater than if the orientations were not the same, but a change in a single attibute is

sufficient to change the pairings.

Effects of Global Organization

We mentioned earlier the strong effects introduced when the dot pattern has a global organiza.-

tion. The rivalrous patterns used above had global organization but of a weak sort. The organi-

zation was that of parallel lines in a right or left diagonal depending on which dot pairings were

seen. The organization was weak and the two possibilities equally likely so that no bias was

introduced due to global organization. The following patterns however offer competing global

organizations of varying strength. Figure 7a shows a rivalry between a translation and a radial
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pattern. One dot in each triple is translated, as in the previous patterns; the other is trans!ated

radially away from the center of the image. The displacement is the same in both cases. The "r

dominant impression is of radial organization, even in Figure 7b where intensity similiarity

would suggest the translation pattern (as was the case in figure 6).

A stronger global organization than the radial pattern is that of concentric curves around

some focal point. Figure 8 shows rivalrous patterns where the translations are radially away

from the center and through an arc relative to the center. le impression is of concentric cir-

cles in all cases. The pairings that result in the concentric circles resist changes in intensity,

proximity and color. Even when the initial impression is of radial lines, that is when there is

A BM

Figure 7. Examples of rivalry betwei pure tran lation and radial patterns.
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enough similarity in the radial direction, one can attend to the concentric circles and reverse the

pairings.

An even more striking rivalry is made by using triples of points forming an equilateral tri-
angle with one side of the triangle oriented in either the radial or the concentric direction. Fig-

ure 9 shows this rivalry with the triples oriented in the radial direction. In figure 9a the dots

forming the radial lines are brighter than the remainig dot. The radial pattern is visible

although the competing spiral lines are also visible. In figure 10b all the dots are the same inten-

sity and the radial line are virtually impossible to see.

Figure 8. Examples or rivalry between radial patterns and concenitric patterns.

.* . . . . .. .. 4 4-4 ..
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Figure 9. Examples of rivalry between radial patterns and spiral patterns.

3.8 Extracting SfUne'

3.6.1 Attribute velection

One of the principal computational problems of the primal sketch is to construct descriptions of

global organization on the bais of local evidence. The task must be achieved, at least in pat t,

by "bootstrapping", as it were. An issue is how to initiate this process. Marr [1982, p. 4'

observed that

The items generated on a given .turfawe by a reflectance-generating processing acting it a given
scale tend to be more similar to one another in their size, local con~tr.t color, and spatial or-
ganizatlion than to otlier items on thait surface.
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As a strategy for detecting structure, we suggest that this observation can be inverted in the fol-

lowing way. Similarity and structure are generally correlated, i.e.

The items at a given scale that are similar in size, local contrast and color tend to have
a common spatial organization.

That is, (geometrically) structured intensity changes are probably similar along various (non-

geometric) attribute dimensions, while uncorretated intensity changes, such as those arising

from different physical causes, are not expected to be similar except by coincidence. Hence:

Similar intensity changes in any locality are likely to be structured as well. A good
place to look for geometric organization is in those subpopulaions defined by similari-
ty.

Thus as an early step in the bootstrapping process of extracting structure we suggest the visual

system seeks evidence of similarity in vrious non-geometric dimensions to partition the inten-

sity changes into subpopulations which are subsequently analyzed for geometric organization.

And the more similarity shared by a set of elements (edge segments, say) the more li.kely they

are physically correlated, clearly.

Evidence for similarity is therefore sought by examining the spatial distribution of values

of certain attributes (such as color, contrast, and so forth). A prominent band or peak within

the distribution is likely to reflect r,.ated items. In terms of feature maps, wherein properties

are mapped out in distinct representations, one might expect analysis of individual maps, with

perhaps mutual support across maps. Recalling the earlier discussion of selection, by this pro-

posal a distinguishable "signal" in any selectable attribute may initiate the bootstrapping.

8.6.2 Virtual lines reresent pairing. of selected ites.=

Having selected a sub-population of elements of similar attribute, individually represented as

place tokens, their local arrangement must be represented. Virtual lines could make explicit a

pair of locations, an angle, and potentially a length. Local operations on virtual lines would

then begin to build geometric relations among tokens. Parallelism, as among dot pairs in the

Glass pattern, could be detected by selecting those virtual lines that share the same orientation

as the prominent virtual line orientation within a given spatial region [Stevens 19781. Note the

repetition of die general theme of computation, selection, computation, ... Likewise, collinear-

ity, such as among the dots in the chains also o-served in Glass patterns, could be detected by

pairwise collinearity of the corresponding virtual lines.

Virtual lines appear to be piecewise-linear constructions spanning the selected place

tokens, not continuous curves (e.g. splines). This observation poses a particularly challenging

issue for algorithms that construct virtual lines, because the connections or lines that are to be

constructed need to connect those neighboring tokens that are collinear, but not necessarily iso-

lated, and not necessarily at any giien, fixed, sep ratLio. Ve have performed computai.on-a
experiments to determined the utility of constructing virtua lines by spatial blurring of place

tokens (n.b. we are not referring to low spatiJ- frequencies in the image intensity domain, but

7-'



A B

Figure 10. Of the virtual lines constructed on a Marroquin pattern in a, those that are pairwise
collinear are selected in b.

in a blurring of the discrete token array). We have found that blurring schemes are successful

only for isolated pairs or chains of dots. Collinear dots imbedded in a background of extrane-

ous dots, as are the circles and squares observed in the Marroquin pattern, are not successfully

extracted by such means. Spatial blurring (whether in the image intensity or place token

domain) only serves to find density inhomogenieties, such as clusters and voids.

From exploration of dot pairing algorithms, we conclude that the method for constructing

pairings in human vision likely has the following properties: an isotropic (circular support) for

detecting nearest neighbor to a given token, a proximity measure that scales (implicitly or expli-

citiy) with the density of selected tokens. (Recall that brighter dots can be relected indepen-

dently of the number of nearer dimmer neighbors, suggesting that the groupings among these

dots occur after selection.) While dot pairings are substantiaily independent of scale, "rela.

tively isolated" dots (compared to the mean dot density) are not paired with neighbors.

In [Stevens 19781 a simple virtual line algorithm was proposed in order to show that itera.

tive, relaxation or cooperative processes are not needed to extract locl parallelism, as

exemplified by the Glass patterns. A local process first defines virtual lines between neighbor-

ing tokens, along the lines of (O'Caaghan 1974a, 1974b, 19751 where all neighbors within

some factor k time the nearest neighbor distance are connected. 'Then the virtual lines are his-

togrammed in each vicinity, resulting in a peak orientation if parallelism is present. It is then a

simple matter to select those virtual lines that have approximately the same orienta'on as the
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local peak. The algorithm was not posed as a model for the detection of local paralLlism in
these patterns, but rather a a demonstration that a simple, noniterative computations might

serve (see [Mart 19821 for discussion).

This virtual line algorithm was applied to the Marroquin pattern (figure 103), and in a

second step, those virtual lines that are pairwise collinear to within :k 20-30 are selected (figure

10b). The algorithm is rather successful in making explicit the pairwise connectivity among

dots seen in the Marroqun pattern. Observe that the local connectivity is established by this

algorithm, and it requires only extraction of extended chains of virtual lines to make explicit

the various curvilinear and rectilinear figures seen in this pattern. The algorithm has also

applied to various random patterns including the experimental stimulus patterns Caeili et al.

11978; fgure 41 has published (figure Ila). In figure lib the algorithm constructs virtu-J lines

and draws with solid lines those that are pairwise-collinear

The conclusion, thus far, is that approximately collinear, neighboring tokens are visually

quite salient, and these local organizations appear amenable to parallel computation with a local

support. There is considerable work needed to determine what aspects of the algorithm contri-

bute this apparent success, and to justify what is otherwise an ad hoc algorithm.

o'.
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4. THE CONCAVE CUSP AS A DETE-MINER OF FIGJRZ-FGROUND

4.1 Infroduction

Figure-ground, the process of distinguishing a figure relative to its surround, is often

exemplified by Rubin's 11958! vase-face illusion. The contours which, in one figure-ground

interpretation, comprise the silhouette of a vase, can also be seen as the edges of two faces in

silhouette. The figure-ground interpretation in such illustrations is readily affected by focussed

attention and verbal suggestion. Figure-ground presumably has a substantial preattentive com-

ponent as well, with factors such as size, brightness, symmetry, closure, regularity, and convex-

ity contributing to an "immediate" impression of figure against ground. Random texture tends

to segregate perceptually on the basis of contrast, such that the white patches might appear as

figure against the grey and black patches, or the black patches against the white and grey [Julesz

1066; Richards & Purks 19781. For such random texture there is a tendency to see white-as-

figure and to see smaller-as-figure IRubin 19581. These tendencies are balanced when roughly

0.4 of the area is black [Frisch & Julesz 19661. Symmetry, if present in the texture, dominates

size (and contrast), causing one to prefer the symmetric forms even if larger (or darker)

[Hochberg 19641. Still more important is convexity, which is favored over both regularity and

symmetry [Kaniza & Gerbino 19761.

The importance of convexity in determining figure-ground is demonstrated in figure 1,

generated by placing convex blobs of various shapes at random locations. The immediate

interpretation is usually of a texture comprised of small convex objects, regardless of the con-

trast sign (compare figures la and 1b). Note that virtually all of the texture area (81%) is seen

as figure; only the small irregular fragments are seen as ground, in strong distinction to the

trend reported by Frisch and Julesz [19661. Of course, while the placement of the blobs is ran-

dom in figure 1, the resulting texture is not random, owing to the regular, convex, geometry of

the individual blobs. For comparison, the texture in figure 2 is composed of irregular, concave,

blobs. Here the figure-ground sense is more ambiguous and exhibits the tendencies Frisch and

Julesz [19661 discussed. it is easily shown that convexity becomes important only when the

two figure-ground alternatives are spatially adjacent, so that the assignment of contour to figure

is locally ambiguous. When the same elements as comprise figure 2 are sufficiently isolated

they can be seen as figure even though they are concave.

Convexity, as a determiner of figure-ground, derives from the fact that most physical tex-

tures are composed of compact surfaces that are convex almost everywhere. They give rise to

image texture that, in general, have convex outlines or silhouette contours. But how is convex-

ity measured and processed by the visual system?

4.2 Cmputaional Imum

4.2.1 The Texture Parsing Problem

Most textures are the image projections of discrete and compact physical objects. An image of

, . ... .... . -]
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Figure 1. Figure 1. Texture perceived as small convex blobs in close packing, independent of
contrast sign.

leaves against the bright sky, for instance, results in a mottled texture of leaves silhouetted
against a bright background. In the early visual processing of such an image, there is presum-
ably a representation of the intensity changes corresponding to the leaf silhouettes. Locally, a
binary decision is necessary as to which side of the edge corresponds to figure. This decision
effectively parses, two-dimensionally, the set of edges into one of two possible figure-ground
interpretations. For the silhouetted leaves, the correct parsing treats the dark regions as figure;
the alternative (and incorrect) parsing treats as figure the fragments of sky visible between the
leaves. The texture elements that result from the latter parsing, of course, do not correspond

,I-



to individual physical objects; the shape of each is generated by the placement, shape, and

orientation of the surrounding leaves.

The shape properties of the visible portion of the silhouette depend on wb h side is seen

as figure [Hoffman & Richards 1982, 19841, and thus the visual description of texture depends

on the figure-ground interpetation. Moreover, geometric shape properties are meaningfully

attributed only to the images of physical objects (e.g. the leaves and not the random shapes of

the interstices). Therefore, visual processes that take as input a geometrical description of

image texture (such as processes that lead to texture segmentation and recognition) depend on

A

•B

Figure '2. Texture composed of concave, randomly shaped blobs in close packing. Observe the
figure-ground dependence on contrast sign (see text).

7...



first achieving the correct figure-ground parsing. The visual system has apparently developed

robust strategies for deriving texture descriptions which reflect the order, regularity and struc-

ture of the objects comprising the physical texture, and which ignore the randomness of the

interstices. Note that two explanations can be forwarded: either the visual system derives two

texture descriptions in each locality (corresponding to the two texture parsings) and selects that

which reflects the structure and recognizable shapes of the physical texture, or it determines the

correct parsing in a primarily "bottom-up" manner.

The consequences of figure-ground ambiguity in texture is not widely recognized. Two

probable reasons are that we are very adept at deciding figure-ground and seldom see reversals

of figure-ground in natural scenes, and for synthetic textures in particular, the discrete consti-

tuent elements (the bars, dots, etc.) are usually sufficiently separated that the figure-ground dis-

tinction is again unambiguous and stable. It is in consideration of natural images that the

significance of the computational problem becomes apparent.

4.2.! Computing Convexity in Texture

The computational problems associated with figure-ground raises substantial questions regarding

-. how convexity might actually be measured. Convexity is a global property of a closed curve,

which has several mathematical definitions, e.g. i) a straight line connecting any two points on

the curve lies entirely within the curve, ii) the curve has no inflection points, and equivalently,

iii) the curvature has everywhere the same sign. Note that if (i) is rephrased that a straight line

connecting any two points on the curve does not intersect the curve at any intermediate point,

then all three definitions can be applied to open as well as closed curves. Each of the above

definitions might suggest a variety of algorithms for determining convexity.

Consider a smooth arc of curve without inflection points. Assuming it corresponds to the

physical edge of a convex object, it immediately follows that the convex side of the curve is

figure. The evidence provided by curvature sign alone is very local, as if the curve were exam-

ined through a small aperature. It is akin to deciding figure-ground on the basis of contrast

sign, where presumably ihe lighter side of an edge is more likely to correspond to a physical

object (and the darker to be shadow or background). Just as one can demonstrate the tendency

to interpret lighter as figure one can demonstrate the tendency to interpret as figure the convex

side of a curv, (see below). Since this tendency persists in stimuli that are devoid of other

relevant information, one may conclude that some measure of curvature sign is a salient pro-

perty as regards figure-ground. But we will also show that curvature sign is not the only factor

underlying the convexity preference.

The preference for convexity likely stems from several causes, all of which are conse-

" quences of convex objects imaging as convex silhouettes. In addition to the straightforward

notion of curvature sign just discussed, there ar- localized events that arise where conve',

silhouettes overlap which also indicate the appropriate figure-ground assignment. Since the

physical objects that comprise a texture are usually distributed three-dimensionally in space,
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their silhouettes often overlap in the image. At each point of overlap the two silhouettes con-

join to produce a sharply discontinuous concave cusp. The figure-ground interpretation of a

concave cusp is straightforward: the region within the cusp is ground, and the two component

arcs correspond to two physically distinct objects. The cusp point itself has no physical

significance, however, it is merely the point where they overlap from the given perspective.

The figure-ground stimuli that Kaniza and Gerbino 119761 used to show the preference

for convexity have, in addition to smoothly convex cur,,e arcs that define and enclose convex

shapes cusp-like discontinuities in the curves. We suggest that these sharp cusps contribute

strongly to figure-ground. The observed convexity preference is due not only to curvature sign

along smooth arcs of figures, but to the geometry of the sharp discontinuities where the smooth

arcs conjoin.

4.2.8 Figure-ground Determination and Part Boundaries

The geometry of the concave cusp suggests the figure-ground relationship across each of the
two arcs. It also demarks a point where two distinct silhiouettes intersect, the physical interpre-

tation or which is that distinct physical parts, either separated in space or abutting, project so

that their silhouette contours intersect. Not only are the two figures distinguished from their

common background, but from each other. This latter role of the concave cusp, as a priorievi-

dence for a part boundary, has been recognized by other researchers, but for a distinctly

different physical interpretation. Specifically, we are concerned with the cusp as evidence that

two convex objects partly overlap or abut; the other work has concerned parts that inter-

penetrate or Join to form a common object and moreover the parts need not be convex.

The silhouette of an object composed of distinct parts generally carries information about

where the parts conjoin. Deep concavities in the silhouette outline are good candidate part

boundaries, specifically at the point where the curvature is most negative at the base of the con-

cavity [Marr & Nishihara 19781. Hoffman and Richards 119841 similarly observe that points of

minimum curvature along a silhouette curve often correspond to part boundaries, citing the fact

that for two arbitrarily shaped surfaces that interpenetrate, the locus of intersection is a contour

of concave discontinuity of their tangent plant's. Consequently they propose parsing surfaces in

3-D along loei of negative minima or each principal curvature, and in 2-D, at points of negative

minima of curvature [Hoffman & Richards 1982, 19841. Their treatment of 2-D silhouette con-

tours is derived from the 3-D case. Their proposal results in apparently psychologically valid

predictions both for the apparent parts of surfaces in 3-D and of curves in 2-D. They define

curvature sign relative to the side of the curve that is regarded as figure (a prs3trusion in the

silhouette is associated with positive curvature by their convention, and an indentation with

negative curvature). If the figure-ground sense across the contour reverses, the curvature sign

also reverses (;o that minima of curvature become maxima of curvature ,nd vice versa). Since

what is regarded as a minimum of curvature depends on ?he figure-ground interpretation, Lhey

predict that the subjective parts of a curve will appear de!imited by minima of curvature as



dependent on the figure-ground sense, a prediction that is upheld in e.g. the vase-face illusion.

The interpretation of a silhouette curve thus depends on the figure-ground and assumes

that figure has been distinguished from the background. We propose the following extension:

that certain types of cusp are early a priori evidence for which side is figure, as a precursor to

subsequent analysis of the silhouette's shape.

4.2.4 Figure-ground Interpretation of Cusp. of Different Type

Not all cusp discontinuities in tangent Jong a curve can be interpreted equally a evidence for

figure-ground. Even the concave cusp as we define it has an alternative interpretation, that

being of a sharp concave physical object such as a thorn (see figure 3a) rather than a gap

between two convex objects. That either interpretation might be valid cannot be ignored, but

in the absence of other figure-ground evidence, a concave cusp more likely corresponds to two

overlapping or abutting convex objects than to a single sharp concave spike or thorn. By this

argument, the observed bias or preference for convexity reflects a statistical fact about our

visual world.

The concave cusp, formed by two convex silhouettes, is but one of six types of cusp, the

geometry of each depending on the combination of curvatures of the two intersecting silhouette

curves at their point of intersection. Since each arc may have either positive, negative, or

negligible (zero) curvature, the concave cusp is termed negative/negative and the other cusps

are: negative/zero, negative/positive, positive/zero, positive/positive, and zero/zero (see figure

3). These five cusp types are weaker figure-ground evidence than the negative/negative, and

can be rank-ordered roughly. The negative/zero cusp is somewhat weaker, as only one convex

object would be involved, and the straight edge providing no additional information. Still

weaker evidence would be the negative/positive cusp which, by the above interpretation would

correspond to the intersection of a concave and a convex silhouette. The more probable

1 2S 5 6
/7 7 / /4
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Figure 3. Six types of cusps: 1) negative/negative curvatuire, 2) negative/zero curvature, 8)
negative/positive curvature, 4) zero/zero curvature, 5) zero/positive curvature, 6)
positive/positive curvature.
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interpretation of the negative/positive cusp seemingly would be a sharply pointed figure such 33

a leaf tip. Similarly, the positive/positive and positive/zero cusps are less unlikely to be part

boundaries than sharp convexities in the silhouette of a single figure. Finally, the zero/zero

discontinuity, a simple corner defined by two straight edges, is clearly the weakest evidence.

In the following we show that the known figure-ground preference for convexity (e.g.

reported by Kaniza and Gerbino 119761) derives in part from the presence of concave

(negative/negative) cusps. Since the concave cusp is comprised of two convex arcs, and we

recognize that the convexity of an individual arc induces a figure-round preference in and of

itself, we must, in the process, show that the particular geometric arrangement of cusp, and not

merely the curvature of the arcs, is effective.

B C

lu l II/l l;, Ii I 1! 1
D E F

Figure 4. Asymmetric convex (sinuous) shapes vs. asymmetric concave shapes. In a,b,c there
is preference for the sinusous shapes due to the sharp cusps. In d, ej there is still a preference
for sinuous shapes but the alternative parsing can also be seen, especially in e.
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4.3 Demonstm"A"ms

Figure 4a presents a texture with two distinct figure-ground parsings. When white is regarded

as figure one sees sinuous shapes resembling coiled telephone cords; when black is figure one

sees concave shapes such as thorns. There is a preference to see the sinuous shapes, wherein

the concave cusps demark convex segments along the cords. The contrast is reversed in figure

4b, and as expected, the concave thorns, now white, may be seen as figure more readily. The

competing contribution of contrast sign is removed in the line-drawn version in figure 4c and

the sinuous shapes are again dominant. Neither figure-ground interpretation is absolute in

figure 4a-c, however. Spontaneous reversals are frequent, nonetheless the initial impression is

generally to see the sinuous, convex shapes, and this interpretation is held the greater fraction

of the time. In figure 4d-f the pattern has been subtly modified to remove the sharp concave

discontinuities; the figure-ground interpretation is now more ambiguous. Compare the line

drawings in figures 3c and 4f to observe the effect of the sharp cusps. We suggest that the rela-

tively greater stability of the sinuous (coiled telephone cord) interpretation in figure 4c over

figure 4f to the presence of sharp the concave cusps in figure 3c and their absence in figure 4f
the change in terms of total curvature being negligible, and other factors remaining constant.

Convexity and symmetry can be placed in opposition to further increase the figure-ground

ambiguity. In figure Sn, for example, one may see white sinuous cord-like figures, as before,

where the convexity dominates. But observe that the black background shapes are symmetric,

and if seen as figure resemble strings of concave beads. The concave but symmetric figures are

more readily seen when the contrast is reversed as in figure 5b; the line-drawn version is shown

in figure 5c. In figure 6 both figure-ground interpretations are symmetric, and the tendency is

to see convex beads rather than the alternative concave beads. The convex figure interpretation

is strong even in figure 6d where the spacing favors the alternative concave-figure interpreta.

tion. There is still a substantial tendency to see strings of convex beads despite the wide

separation of the convex arcs that define their silhouettes. In figure 6e, where the sharp con-

A B c

Figure 5. See text.
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cave cusps are slightly rounded, the alternative interpretation of widely separated strings of con-
cave beads is more readily achieved.

While an effect due to the sharp concave cusp is evident in these demonstrations, the

figure-ground interpretations are influenced by many uncontrolled factors, particularly since the

resulting shapes are two-dimensional. To further simplify the stimulus, therefore, we next turn

to one-dimensional patterns (see figures 7 and 8). "hese patterns, being line-drawings, remove

the influence of edge contrast on figure-ground, but are interpreted in L-,rms of occluding edges

nonetheless. Moreover, rather than defining competing two-dimensional shapes, the patterns

of curves merely suggest a one-dimensional arrangement of overlapping edges. The local

figure-ground problem is thus reduced to determining whether the curve corresponds to a left

or right edge.

A B C

D E=

Figure 6. See textI
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Figure 7. The symmetrical pattern in a can be seen as a series of serrated edges that successive-
ly overlap. There is roughly equal preference for overlap to the left as to the right. The slight
cusp introduced in 6 causes strong preference for edges to overlap to the right.

Consider first the symmetrical pattern in figure 7a, which can be seen as serrated edges

(sawteeth) overlapping either to the left or right wiLh equal ease. In figure 7b a very slight con-

cave cusp is introduced by appending a minute line segment on the left-sIand vertices, with the

result that one sees an arrangement of occluding edges, each partly overlapping the surface

below it to the right and in turn occluded by the nearer surface to the left. (This will be termed
"overlapping to the right". The left side of each curve is seen as figure against the background

immediately to its right.1

The geometric arrangement in figure 7b, which influences apparent figure-ground so

strongly, is composed of straight line segments instead of continuously curved arcs (as in figure

4a). This arrangement serves us in two ways. First, it permits patterns to present distinct and

effective cusp-like features while controlling for contour curvature. Second, they provide

insight into the defining geometry of the cusp feature, as will be discussed later.

It was mentioned that since a concave cusp is formed by the intersection of two convex

(positive curvature) arcs, we need to show that contour curvature alone is not determining

figure-ground. This was demonstrated, in part, by figures 4c versus -Il' where blunting the con-

cave cusp adds little to the convexity but extinguishes the discontinuity, and hence, we argue,

the concave cusp feature. Also consider figure 8. In figure 8b one prefers overlap to thz left

Note that if the paterns were oriented honsontally the judgments of overlap direction would be confouaded by
the independent tendency to interpret depth as increasing &3 one scans from bottom to top The apparent over.ap is
biased towards interpretwng the eack edge a occluding that wbich les above it (rotate igure 7 so that the sawtooth
curves are honzoatal).
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"' Figure 8. The symmetrical pattern in a is ambiguous. The shallow convexities in 6 induce a

~preference for overlap to the left. The primitive concave cusps in c have similar effect, and are

' more effective in short presentations.
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on the basis of convexity; note that only a slight amount of curvature is needed to produce this

bias (compare with the symmetric3l sawtooth pattern in figure 8a). In iigure 8c the overlap is

at least as strongly biased towards the left by the straight-line approximations to concave cusps.

These cusp shapes induce a strong impression of figure-ground in the absence of smooth con-

vexity. The following reports on experiments that further explores these effects.

4.4 xpwiments

Two experiments were performed. The first involved subjects judging the direction of overlap,

as in figures 7 and 8 above. From the direction of overlap one can infer which side of the

curve was regarded as figure. It can also be determined by presenting a probe dot on one side

or the other of a given curve within the stimulus figure and, since the curve is interpreted as an

occluding edge, have the subject respond whether or not the dot was on the edge (figure) or on

the background. The second experiment employed this task.

4.4.1 Experiment 1: Direction of Overlap

Method

Stimuli The stimuli consisted of regularly-spaced sawtooth curves as shown in figure 8, which

suggested a series of serrated edges overlapping either to the left or the right. The stimulus
configurations (figure 0) consisted of ten configurations: three straight-line approximations to

concave cusps (shapes 1, 2, and 3), three concave cusps defined by continous curves (shapes 4,
5, and 6), three smoothly convex corners (shapes 7, 8, and 9) and a symmetrical sawtooth

(shape 10). Note that the basic sawtooth curve consists of either (i) a cusp feature on the left

and a sharp corner on the right, or (ii) a sharp corner on the left and a smoothly rounded

corner on the other. The stimuli were displayed as white lines of intensity 5.5 ft.-L. on a grey

background of 1.2 ft.-L., in a darkened room. The stimuli were generated by a Symbolics 3670

Lisp Machine and displayed on a Tektronix 690SR color monitor.

The various sawtooth curves were composed of bitm-ps. Wben viewed from 76 inches,
one pixel subtended 1 The .4 mm dot pitch of the CRT permitted individual pixels to be

resolved. The smallest continuous cusp (figure 9, shape 4) blended into the straight segment

of the sawtooth over an extent of 4 pixels (4 , and the over-all amplitude of the sawtooth was
roughly 20' Note that the smallest cusp differed from a sharp corner by the addition of a sin-

gle pixel (subtending 1 1). The difference was just visible from the subject's viewing distance.

All configurations (except shape 10 in figure 9) suggest overlap to the right. When L sawtooth
stimulus was presented on the display, either the bitmap or its mirror reflection (about the vert-

ical) was projected in order to balance for direction of overlap.

Procedure: The subject's task was to report, by pressing buttors on a mouse (an intera,-uve x-'

pointing device), which direction the surfaces overlapped. The task st..rted with a oni-- n,
presentation of a fixation point, a cross subtending 8x3S The fixation point a3peare1, . ur.t
blank background a the location where a sawtroth curve would moment:rafly app. u -
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Figure 9. Cusp stimuli for the experiments. Shapes 1-3 are straight-line approximations to
cusps. Shapes 4-6 are the continuously curved cusps. Shapes 7-9 are the smooth corners and
shape 10 the symmetrical sawtooth.

fixation point was placed along a given sawtooth curve at a point midway between two extrema.

The sawtooth pattern was then presented for 500 msec during a training run and subsequently

at 250 msec during runs for which data were collected. After the stimulus interval or the

subject's response, which ever occurred first, the stimulus was replaced by a random dot mask-

ing pattern of moderate density chosen to roughly match the mean luminance of the stimulus

display. The subject was instructed to make rapid responses of overlap direction while maintain-

ing accuracy. Overlap direction was explained with reference to the edges of the pages of an

open book, e.g. the pages on the left "overlap to the left" and if the subject sees this direction

of overlap in the stimulus the left mouse button should be depressed. The response time was

measured relative to stimulus onset. The experiment consisted a sequence of 100 trials for

which overlap direction and reaction times were recorded. The sequence consisted of five

repetitions of randomized presentations of the ten stimuli and their mirror reflections. Prior to

collecting the data, subjects were given a practice run of 20 trials. The subjects consisted of two

females and five males with normal or corrected vision; all were unpaid volunteer subjects.

Results

Table 1 shows the mean and individual eror counts for each stimulus shape across subjects.

Data was collapsed across mirror reflections, and the error counts for each of the 10 stimulus

shapes wpre computed. A judgment was regarded as an 'error" if the subjective direction of

overlap did not match that predicted by the shape. Note that for shape 10, the symmetrical

sawtooth. there is no correct or incorrect jkdgment, but that data was included to reveal any

subject bias towards interpreting overlap to either the left or riht. The mean error woild have

been 5.0 if no bias existed; the observed mean of 6.2 across subjects shows a bias towards kidg.

ing overlap towards the right.
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Table 1. Error counts by subject.

Shape A B C D E Mean

1 0 1 1 0 4 1.2
2 0 2 2 0 4 1.6
3 1 3 4 0 4 2.4

4 0 1 0 0 3 0.8
5 0 1 3 0 2 1.2
6 0 0 0 0 5 1.0

7 0 1 2 0 1 0.8
8 0 2 4 0 0 1.2
9 4 2 3 3 4 3.2

10 7 6 6 7 6.2

Comparing the results across shape :ype, the least mean error rate occurred with the

continuously-curved cusps (shapes 4-6) in general. Comparing mean error rates within shape

or across shapes few differences reached significance. All were significantly different from

shape 10 (at the .05 level). Within shape type there was a weakly significant trend for the error

rates tended to increase with decreasing size of the feature. Regarding the bias, note that sub-

jects A and D had the strongest bias in shape 10 but the fewest errors, and subject E, with the

most errors, had no bias in shape 10. Ie mean reaction times revea!ed no significant

differences.

Most subjects were able make the judgments both quickly and accurately with little practice.

With practice, we found that very accurate judgements were possible with very short presenta"

tion times. For example, one of the authors (AB) produced the results shown in table 2 with

80 msec presentation time. Note that shape 10 was not incorporated in this experiment.

Table 2: Subject AB (80 msec)

Shape 1 2 3 4 5 6 7 8 9

Error counts 0 1 0 0 0 0 0 0 1

Reaction times 428 558 589 438 457 475 [ 526 481 j 722

Discusnio n

The first point to draw from this experiment is that all shapes other than the simple corner

(shape 10) were roughly equivalent in defining figure-ground. That is, figure-grouud can be

determined on the basis of convexity in the absence of a cusp (shapes 7-9), or independently,

on the basis of a cusp in the absence of convexity (shapes 1-3). Moreover, the straight-line

. .. .".. • " . . " ,. .- ' " '." .' ." " " . -; . ' ,,., 
.



approximations to concave cusps (shapes 1-3) were similar to the continuous!y-curved concave

cusps (shapes 4-6) despite their visually obvious differences. With reg~zd to the size of the

cusp feature for a given shape, the error means varied little between the smallest to largest (e.g.

between shapes I and 3 or between 4 and 6). 11e smallest feature was shape 3, which differed

from a sharp corner by the addition of a single pixel, was quite effective in defining figure-

ground despite it being barely discriminable from a sharp corner (shape 10) at the subject's

viewing distance.

Ie results for subject E are significantly different from those of the other subjects. The

task of seeing the contours as edges of overlapping surfaces was difficult for some subjects and

required a greater number of learning tzials. A few candidate subjects reported that the patterns

merely looked like fiat, two-dimensional arrangements of lines whose corners and angles, like

arrowheads, pointed to either the left or right. For these subjects the impression of t~hc

sawtooth curve as a serrated edge was not natural. Consequently we decided to perform an

experiment in which apparent figure-ground was probed not by direction of overlap, but more

directly by asking whether a dot presented on one or the other side of an indicated curve was

on the edge (in the figure suggested by the curve) or to the side, that is, on the background

adjacent to the edge. This second task still required subjects to hold an interpretation of the

sawtooth curve as the edge of a serrated surface. The subjects' instruction, however,

encouraged a more local judgment of the ligure-ground relationship of the probe dot relative to

the immediately adjacent curve. In reflection on the first experiment, we suspect that although

the judgement could be made locally on the basis of whether the indicated curve was a left or
right edge, the instructions encouraged a more diffuse, global judgement of whether the pattern

represented a cascading series of overlapping edges, and then to report the direction 6f overlap.

a task that some found difficult. The following experiment, it turns out, produced much more

uniform results and required fewer introductory trials.

4.4.2 Experiment 2: Judging Figure-ground

M rthod

StimuI" The stimuli consisted of patterns of sawtooth curves as in Experiment 1. In addition,

each stimulus was presented with an additional dot placed on one or the other side of the

sawtooth curve indicated by the fixation point. le dot would be judged as either on or off the

given edge, as an independent means of probing apparent figure-ground. The symmetric

sawtooth (thape 10) was eliminated in this experiment.

Procedure: Subjects .re "istructed, as before, to direct attention to tL:e fixation point, then to

the relafioship between the indicated sawtooth curve and the dot (which appeared randomly to

the left or right of the curve). As rapidly as possible while preservin ; accuracy the subject was

then to indicate whether the dot appeared to be on the given edge or not, by depressing a

mouse tutton. The sequence consisted of three repetitions of randomized presentations of the

nine stimuli wih e :h of the permutations of overlap and dot position. Prior to data collection,
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subjects were given a practice run of one sequence of 36 trials; data was then collected for a

sequence of 108 trials (3 sequences of 36). Again the viewing distance in all caes was 78

inches, so that one pixel subtended 1'. Four female and five male graduate students, all unpaid

volunteers, participated as subjects.

Rerldt

Table 3 shows the mean and individual error counts for each stimulus shape across subjects.

Again data was collapsed across mirror reflections, and the error counts for each stimulus shape

was computed.

Table 3. Error counts by subject

Shape A B C D E F G H I Mean

1 0 0 1 1 2 1 1 1 2 1.0
2 1 0 1 1 0 2 2 0 2 1.00
3 0 0 0 4 1 2 1 0 0 0.89

4 0 0 0 0 1 1 1 2 0 0.58
5 0 0 0 1 0 1 1 1 0 0.44
6 1 0 2 2 1 1 0 0 1 0.89

7 0 1 0 1 0 4 0 0 0.67
8 0 0 0 0 0 2 1 0 0 0.33
9 0 2 3 6 0 2 1 2 2 2.00

Pooling across type (i.e. shapes 1-3, 4-6, and 7-9) revealed no significant differences. Within

type, the straight-line approximated cusps (shapes 1-3) were insignificantly different, as were

the continuously-curved cusps (shapes 4-6). We found the convex shape 9 (having the smal-

lest radius of curvature) to be different from the other convex shapes (shape 8, at the .05 level

and shape 7 between the .1 and .05 level).

Discusnon

Generally one is struck more by the similmity of the results across type and within type than

with the differences. Also, in light of the very low error rates for all conditions tested (where

the worst mean of 2 out of 12 occurred for shape 9) shows that the visual system very

efficiently uses minute evidence along a curve in determining figure-ground. The only

differences concerned shape 9, the smallest of the rounded corners. Seemingly, the introduc-

tion of even a slight amount of curvature to the sawtooth pattern biases apparent figure-ground.

With reference to figure 9, note that the curvature is induced by only 2 to 3 pixels of "round-

ing" which subtends only 2-3' Likewise, the introduction of a minute cusp-like feature is

effective at nearly the limit of visual resolution, such as the single pixel in shape 3, which

amounts to a 1 ' tip added to convert the sharp corner to a minute crack-like cusp subtends a

similarly small locality.

il



4.5 General Disa slo"

Starting from earlier observations that convexi:ty, as a general property. influences apparent

figure-ground, we have examined how convexity might be mezsured. Earlier we pointed out

(section 2.3) that convexity has many geometric definitions in principle, each suggesting visual

algorithms of varying tractablility and utility. We wish to emphasize here that global mmsures

of convexity, particularly those that require an isolated and closed contour are probably inap-

propriate, and that instea local evidence for figure-ground (still based on convexity) would be

preferable.

We proposed that the concave cusp dii-continuity would be a useful feature of a curve on

which to base an early decision of figure-ground. The experiments we performed confirmed the

proposal, to the extent that our stimuli successfully isolate the concave cusp from the aien.dy-

expected contribution of curvature convexity. We designed shapes 4-8 as representative exam-

ples of concave cusps, shrpes 7-9 as representative examples of convexity without cusps, and

shapes 1-3 as examples of cusps without convexity. We designed a straig' t.-line approximation

to a cusp, to see if the particular local geometry, and not the curvature of individual curved

arcs, mky induce the figure-ground decision. We found that all three shape types were roughly

equally effective, from which we conclude that while convexity alone is sufficient (shapes 7-9),

as expected, so is the distinctive geometry of the concave cusp, ev--n when one contrives to

minimize the contribution due to contour curvature (ehapes 1-3 as opposed to shapes 4-6).

Recall the arguments to this effect in the demonstrations involving figures 7.

The concave cusp seemingly behaves as a geometrically-defined feature, ant while we do

not offer a concise definition, the apparent eqiivalence of the cusps composed of straightline

segments and those composed of smooth arcs suggests the definition is rather primitive - the

component arcs need not curve continuously in the vicinity of the cusp for the arrangement to

be effective (refer back to figures 7b and 8c as well). Earlier we noted that the concave

(negative-negative) cusp is but one of six arrangements of arcs at a discontinuity of tangent

along a curve, and predicted that it should be the most effective. Variations such as those sug-

gested in figure 4 should permit a more specific description of what geometric aspects constitute

this figure-ground determiner.

' " " "' - _ - i. 4.
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